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Foreword

The IT revolution is based on an “exponential” rate of technological progress. For
example, internet traffic doubles every 6 months, wireless capacity doubles every 9,
optical capacity doubles every 12, magnetic information storage doubles every 15,
etc. The most famous example is “Moore’s law” which indicates that the performance
of semiconductor devices doubles every 18 months. Moore’s observation has been
valid for three decades and has been a fundamental tool for business planning in the
semiconductor industry. Fundamental laws of physics limit the shrinkage of CMOS
on which Moore’s Law is based, at least on current approaches. Even before these
physical limits are reached there are strong indications that severe engineering pro-
blems, as well as the need for huge investment, may slow down the growth in inte-
grated circuit performance. The continuation of the IT revolution is predicated on
new ideas for information storage or processing, leading to future applications. One
option is to look for mechanisms that operate at the nanoscale and exploit quantum
effects. The objective of this document is to monitor device concepts currently under
investigation, to discuss the feasibility of their large scale integration and of ways to
fabricate them.

Giving a description of the state of the art in a field is an exercise which is commonly
undertaken with success; extrapolating into the future is not so obvious.  Making
predictions in an emergent field is even more difficult.  By its nature, no forecast can
reflect all the views of all the experts in the field; it can try, at best, to reflect a con-
sensus of most of their views.  In order to arrive at a “common view”, the editor has
collected information from many sources.  In particular, he has relied greatly upon
the discussions of the six monthly MELARI/NID workshops whose participants are
drawn from more than sixty distinct Europe research groups working in different
areas of nanoelectronics. 

The first technology roadmap for nanoelectronics was published by L. Molenkamp,
D. Paul and R. Compañó in April 1999 and this new edition follows the same for-
mat. This new edition has been expanded by new chapters reflecting new tendencies.
In particular, P. Lindelof and L. Samuelson have provided the information for
Chapter 3.6 on wave interference devices, C. Sotomayor for Chapter 4.2.3 on prin-
ting techniques, Ch. Pacha and W. Prost for Chapter 3.2.1 on interband tunnelling
devices and M. Macucci for Chapter 3.4.3 on molecular  approaches. In addition,
many persons have contributed by updating the chapters on Emerging Devices, on
Nanofabrication and Circuits & Architectures and the tables on the performance
forecast. They are mentioned in the back of this document. R. Compañó has been
in charge of balancing the different views and summarising the conclusions.

Many top nanotechnology experts contributed to this document, but predictions can
never be guaranteed. This roadmap should be understood as a document that mo-
nitors progress and discusses tendencies in the hope that it may help the reader to
appreciate strengths, weaknesses, threats and opportunities of different technologies.
Although breakthroughs are not usually predicted, they very often occur as unex-
pected results when working towards predicted targets.

Simon Bensasson

Head of Unit “Future and Emerging Technologies”
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1. Introduction 
A "roadmap'' is an extended look at the future composed from the collective knowledge of experts in the
field. A roadmap encompasses trends in the area, links and comparisons between different fields, identifi-
cation of discontinuities or knowledge voids and highlights potential major show-stoppers.  Before ente-
ring into the nanoelectronics world, first the tendencies and limits of "classical CMOS" technology will be
reviewed. Alternative nanoelectronic options will then be positioned from the point of view of potential
markets, technological progress and scientific challenges. 

1.1. Markets 

Figure 1: The Contribution of Electronics to the Gross Product

The evolution of the semiconductor products turnover and the world electronics sales is shown
with respect to the gross world product. The lines indicate the hypothetical assumption that the
growth rate will be maintained in the next two decades. Reworked from Ref. 243

Figure 1 shows the evolution of the world electronics sales compared to the gross product of the whole
world. The former increases substantially quicker than the latter, indicating that information technologies
are one of the major drivers of the world-wide economy. Within the electronics business, semiconductor
products have a dominant role and their turnover grows at a higher rate than the overall electronics mar-
ket. Within the semiconductor sector, memories (DRAM), processors (MPU), application specific inte-
grated circuits (ASIC) and digital signal processors (DSP) are the most prominent products. What about
the future? Simplest would be to extrapolate the existing data. But take care, this approach is dangerous
and may lead to wrong interpretations. For example, a linear extrapolation of the points in Figure 1 would
make the lines cross at a certain point in time. This would mean that the gross world product is smaller
than the electronics sales, and the latter smaller than the semiconductor sales, which is a clear contradic-
tion. To predict the market volume therefore only makes sense for a reasonable time frame.
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Figure 2: Electronic Market Forecast

Turnover for all electronic products, its semiconductor segment and the equipment for the pro-
duction of semiconductor products (in B€ ) [Ref. 243]

A forecast shorter in time, but more accurate, is given in Figure 2. It compares the turnover of electronics
products, its segment of semiconductor chips and the sub-segment of equipment for the production of
semiconductor products for the years 1999 and 2004. The latter date is interesting from the nanotechno-
logy point of view, as the semiconductor industry associations assume that they will be close to introdu-
cing 100 nm groundrule technology [Ref. 104]. As will be explained later sub 100 nm is a kind of  "tur-
ning point", where many radically new technologies will have to be developed, some of them paving the
way for real nanofabrication. From the nanofabrication point of view a comparison of the 1999 and 2004
data is interesting because:

• The overall electronics sales will exhibit a notable increase by 53% (from 935 € to 1433 B€ ) and semi-
conductor products will rise even more (117%, from 296 Beuro to 136 B€ ). Let’s assume very conserva-
tively that most semiconductor products will still be CMOS based, for instance 93% - 95%. The absolute
value of the remainder non-CMOS 5%-7% share is huge and attractive for innovative circuit concepts,
including nanotechnology based ones.

• The impressive increase for chip manufacturing equipment of 147% (from 26.5 B€ to 65.5 B€ ) may
have a very positive effect on nanotechnology. As CMOS devices will reach sub 100 nm feature sizes, non-
optical exposure tools may be employed whose operating principle works also at smaller scales. For exam-
ple, printing technologies that may be employed for manufacturing 100 nm CMOS devices and  could also
be employed for nanofabrication down to 10 nm.

Although CMOS products may still dominate the electronics market, other smaller volume applications
are worthwhile discussing as they presntly exhibit a large growth rate and have a potential for future
growth. Moreover, they may serve as an example for a successful introduction of a new family of products.
Here a short, not exclusive, overview:

• In a few years from now, magnetoelectronics may achieve sales in the order of 135 B€ . Magneto-sensors
and magnetic hard discs have already now an established market of 3 B€ and 40 B€ , respectively. Other
magnetoelectronic products, that in 1999 had a market of 1 B€ [Ref. 18] will enter into new markets, name-
ly MRAM (35 B€ ) substituting part of the DRAM, SRAM and EPROMs business, Spintransistors (50 B€ )
entering the markets of logic circuits, spin-optoelectronics (6 B€ ) replacing part of optoelectonics, magne-
tocouplers (1 B€ ) for optocouplers and MRAM-bio-chips (0.25 B€ ) for classical biochips [Ref. 143].

• Optoelectronics systems understood as optocouplers, components for optical transmission, optical hard
disks and laser components had a world market of 1.5 B€ in 1999. It is expected that this value  will
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increase to 2.5 B€ by 2002. In 1999, laser diodes sales amounted for 1.6 B€ and are expected to reach 2.2
B€ by the end of the year 2000 [Ref. 16].

• High electron mobility transistors (HEMT) and vertical cavity surface lasers (VCSEL) are examples of
successful introduction of new products into the market. The former (HEMT) are employed as high fre-
quency receivers and detectors and will increase their sales from 140 M€ (1997) to 800 M€ (2002). In a
similar way, VCSELs, that are used for sensoring and as light sources for fibre communications have a vo-
lume of 100 M€ (1999) and will grow to 1 B€ in the next five years [Ref. 16].

1.2. Applications
Semiconductor products can be classified by applications. The most prominent ones are memories, logic
circuits, application specific IC and optoelectronic devices. The first two represent the biggest market share
and with dynamic random access memories (DRAM) dominant for the former and microprocessors (MP)
for the latter. 

In the eighties, DRAM were the technology driver for the semiconductor industry and logic circuits were
following the trend. In the past decade logic circuits and in particular microprocessors have closed the tech-
nology gap on DRAM. The technology trends for these two families of products do slightly differ. DRAM
emphasizes the minimisation of the chip size by reduction of the area occupied by the memory cell, while
logic products (as exemplified by MPU) maximise their performance mainly by reducing the length of the
transistor gate. In both cases the functionality, defined as number of bits / transistors in the case of DRAM
and as millions of instructions per second (MIPS) for MPU, is a function of the minimum feature size of
the single device. Therefore technology generations for DRAM and MPU are measured by the minimum
feature size of the respective device, i.e. the half pitch in the first case and the gate length in the second.
Figure 3 shows the minimum feature size as a function of the year of the first shipment, showing a clear
correlation between both values. Mr. Moore, co-founder of Intel, realised already in the early seventies that
the market was demanding a doubling of the chip functionality every 18 months. This correlation is there-
fore called "Moore’s Law" and can be visualised as in Figure 3.

Figure 3: Minimum Feature Size versus Year of Introduction. 

The values are given for the year that memories (DRAM) and logic circuits (Microprocessor Units,
MPU) are introduced into the market. The feature size of the smallest printed feature governs the
technology. For DRAM the minimum feature size is represented by the half pitch of first level inter-
connect dense lines, while for MPU it is the gate length of the transistor (ITRS 1999 Ref. 104).
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To the demand to increase the chip performance, semiconductor industry has responded by shrinking the size
of circuit features. Since then, the CMOS process has been improved and optimised, but the basic concepts
are still the same as in the seventies. Moore’s empirical law having made successful predictions for the past
three decades, the semiconductor industry still bases its market forecasts and the need for technology deve-
lopment on the extrapolation of this rule. From this extrapolation, the required future device parameters can
be extracted. These data are discussed within the semiconductor industry associations and made public
through the publication of the International Technology Roadmap for Semiconductors (ITRS) [Ref. 104].
The present document dates from 1999 and will be updated in 2001. Extracted data of the last ITRS
roadmap are presented in Table 1. Note that in the long term the feature size reduces at 11% per year (~ 30%
reduction in three years) and in the period 1995-1999 this increased to 16% (~30% reduction in two years)

By 2014, the year when the ITRS forecast ends, the minimum feature size will already be approaching 35
nm for DRAM and 20-22 nm for MPU. The switching charges will then contain only a few hundreds of
electrons. This size is close to physical limits (quantum effects and non-deterministic behaviour of small
currents) and technological limits (such as power dissipation, design complexity and tunnelling currents)
and may hinder the progress of microelectronics on the basis of conventional circuit scaling. Technological
problems, together with exponentially increasing investment costs, may limit the speed of progress for con-
ventional CMOS technology before 2014 and may reduce the entry barrier for alternative device concepts. 

From the nanotechnology point of view it is interesting to notice that sub-100 nm technology will already
be introduced in 2005. By then optical lithography may reach its limits and non-optical exposure tech-
nologies will have a window of oportunity. For example, printing techniques are handled as candidates for
producing sub-100 nm CMOS.

The lack of appropriate exposure tools, and in particular the lack of large step and scan fields, will delay
the introduction of very large wafers. In particular, high volume production using 300nm wafers will start
in 2001 and 450 mm wafers will only be introduced in 2009-2010 (Table 1). The introduction of a novel
(nanoscale extendable) exposurFe tool may be an advantage as the time horizon for the 300 mm wafers is
very large compared to previous technology cycles, so that the development costs can be depreciated over
a longer period, reducing the entry barrier for alternative nanofabrication methods. 

Table 1: Selected data from ITRS 1999
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A number of technological challenges will have to be solved before CMOS will reach the 35 nm techno-
logy node by 2014. ITRS identifies important technological challenges but for many of them no solutions
are outlined. This lack of solutions may offer a window of opportunity for alternative devices. But assu-
ming that semiconductors will keep track with the ITRS predictions, then (in 2014) an alternative tech-
nology must perform better than CMOS on at least one of the following criteria in order 
to be competitive: 

• Density: Over 6x108 transistors / cm2 (for logic) or over 2x1010 bits per cm2 (for memory)
• Price: Cost of less than 27 m€ / transistor for logic, less than 660 ncent / bit for memory 
(data for 2011)
• Power Consumption: The equivalent of 1.4 billion transistors in a microprocessor must consume less than
183 W power. Alternatively, for hand held battery driven applications, these should consume 
less than 2.4 W
• Performance: operate at 13.4 GHz or offering an equivalent MIPS value (millions of 
instructions per second).

The main drivers for research in microelectronics are computing, telecommunications, consumer electron-
ics and military applications. The latter has a restricted volume but it is of strategic importance. Moreover,
military research has often found its way in civil applications. In addition to these four areas, other appli-
cations, such as electronics for research purposes, may play an inspirational role, but the markets for these
applications are small. Space applications also belong to this last category, but they are interesting from the
research point of view due to their extreme technical requirements.

Up to now, progress in CMOS memory and logic has been driven by the need for ever faster personal and
high performance computers as the complexity, power and volume of software and networking has
increased. It is not evident how long this trend will continue. On one hand, personal computers already
offer sufficiently good performance for a large number of users. On the other hand, new applications, such
as automatic voice recognition or PC wireless communications, may give new impulses for further IC
progress.

Consumer electronics is rapidly developing. In recent years we have observed the appearance of new home
entertainment appliances requiring a lot of processing and memory power. Playstations are examples of
large volume products that require very sophisticated semiconductor components. Moreover, many "clas-
sical" applications offer better consumer satisfaction by the use of more sophisticated semiconductor pro-
ducts. For example, the reduction in size and weight of video cameras puts great challenges on the per-
formance and power consumption of the semiconductor components.

Mobile phones are a significant driver for Si (and SiGe, GaAs) technology. The mobile phone penetration
in the European Union is high, but there is plenty of room before the saturation occurs. Moreover, mobile
telephones have a short lifetime before they are replaced by more sophisticated models, for example inclu-
ding WAP, or they get simply lost. The setting up of the UTMS network will again call for new phones and
base stations, which will give new impulses to the semiconductor industry. The new telecommunications
standard requires high speed switching. Many solutions are mixed with optics by the fibre optic cable and
hence III-V solutions may dominate. Portable products are driven by low power technology where battery
performance is almost static and higher performance must be achieved in the microelectronics.

System-on-a-chip approaches would allow cheaper phones with longer battery lifetimes and higher data
transfer rates. As both radio frequency and infrared technologies become cheaper, market share is climbing
for both technologies. Such technology may allow wireless computer networking where avoiding the clut-
ter of cables around the office or home, especially with portable computers, suggests another market.
System-on-a-chip integrates many different functional Si-based (and perhaps other) devices on one single
Si chip (Figure 4). By contrast, Multi-chip modules (MCMs) having 2 or 3 independent chips rather than
1 chip could have advantages. For example, Intel realised that manufacturing both logic and memory in
one single process, leads to a dropping in the fields of the Pentium processors, because the optimised pro-
duction process of the former is not fully compatible with that of the latter and vice versa. Another pro-
blem is cross-talk, especially when digital and analogue components are placed on the same chip. Moreover,
it is easier to test smaller units; hence, 2 or 3 chip solutions in MCMs may be preferable to complete sys-
tems-on-a-chip. The application will determine the final chip count. 



Table 2: Technical Requirements for Memory Applications

The X’s indicate the set of requirements for different memory applications, while the ✔’s repre-
sent the attributes of currently existing alternative technologies. ✔✔ indicates the major strength
of analternative device compared to CMOS technology, i.e. static or dynamic RAM. Although
RTD memory circuits have been demonstrated, they have been excluded from this table due to
their low storage capacity (see also chapter 3.2).

State of the art in data processors and memory, and particularly in multilevel chips and complex packa-
ging, is limited by technology and driven by the computer industry rather than by telecommunications.
But, as happened in optical technology, it may be that the telecommunications industry will take the dri-
ving seat in meeting the need for high-speed signal and data processing. Possible applications could be fast
routers or real-time video processors at home. The constantly increasing consumer demand for high per-
formance computing and new telecommunication applications increases confidence that there will be a
demand for nanoscale integrated circuits. Other markets are also predicted to increase substantially, such
as portables, where low power solutions and non-volatile RAM are of prime importance.
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Figure 4: the System-on-a-Chip of the Future?

Full compatibility of new technologies with CMOS is desirable, but a complete integration may
be too expensive or suffer from severe technological drawbacks such as crosstalk or RF incompat-
ibility. Multi-chip modules may therefore be a more adequate solution for specific applications.

In a rough manner, Table 2 and Table 3 summarise the requirements for different applications that tech-
nologies must address if they are to be successful in a number of different markets. Without advancing the
conclusions of this document, the alternative device concepts may find the following applications:

Single electron tunnelling (SET) devices are predominantly aimed at high density, low power memory mar-
kets especially since a number of the designs are a miniature version of flash memory technology. There are
a number of designs for low power SET logic, but as yet none have been demonstrated 
at room temperature. 

Resonant tunnelling diodes (RTDs) have demonstrated numerous applications and potential markets
including digital to analogue converters (DACs), clock quantisers, shift registers and ultra-low power
SRAM. The RTDs may be designed for much higher speeds than CMOS for DACs, etc. typically in the
speed range 10 to 100 GHz, or for much lower power than CMOS such as the SRAM technology. 

Rapid Single Flux Quantum (RSFQ) is a digital circuit technology which offers high speed in the GHz
regime while producing low dissipation. As the super-conducting effects upon which the principle is based
work already with feature sizes in the micrometer regime, RSFQ has the potential to enter the market for
applications where Si-CMOS cannot achieve the same frequencies. One major application is in high speed
analogue- to-digital and digital-to-analogue conversion. Unfortunately, RSFQ systems need cooling, aug-
menting the overall costs of the whole system. 

Numerous magnetic memories have been demonstrated which are aimed at the non-volatile memory mar-
ket such as that required in portable electronics. Because magnetism is an inherent property of the mate-
rial in the memory, the devices have long retention times without requiring power to retain the memory
states. At present, access speeds are slow compared to DRAM but predictions show that similar speeds to
DRAM are possible and the technology may ultimately be scaled to smaller dimensions and higher densi-
ties than DRAM. 



Table 3: Technical Requirements for Logic Applications

The crosses (X) indicate the set of ideal requirements for the different logic circuit applications,
while the ✔‘s represent the attributes fulfilled by currently existing alternative technologies.  ✔✔
indicates the major strength of an alternative device compared to CMOS technology. Note that
SET have severe limitations for logic as explained in Chapter 3.1. 

1.3. Public Investments in Nanotechnologies
The electronics industry, and in particular the semiconductor industry, is one of the main drivers of the
modern economy. Their products are the basis for the success of many other sectors, such as e-commerce,
the automotive industry, telecommunications, etc. Microelectronics products have contributed signifi-
cantly to the wealth of nations and to increase the quality of life of their citizens. It is therefore in the inte-
rest of nations to assure that progress is maintained. Private and public investors have shared this effort and
this will be also true for the transition from micro- to nanoelectronics. 

As will be explained later, there are sound technical reasons why the impressive growth rate of microelec-
tronics products cannot been maintained with the current CMOS technology. Therefore researchers are
investigating alternative solutions that operate in the nanoscale regime and that permit a smooth transition
from "classical CMOS" technology. Potential solutions encompass a large number of different nanotech-
nologies. Most of the nanotechnologies are in their infancy although they hold the promise of a high poten-
tial. Commercial nanotechnology based products do exist, but the market is small. Nanotechnology as a
whole is predominentely an area of basic research, but industrial applications are in sight. Industry is star-
ting to invest in nanotechnology for information and communication technologies, but the largest part of
nanotechnology research is probably still publicly funded. Therefore the following paragraphs are devoted
to governmental initiatives.

To quantify the public investment in nanoelectronics is difficult. Nanoelectronics encompasses any device
suitable for information processing or storage and that operates at the nanoscale. Most of the research is of
fundamental nature and the borderline to other nanosciences is fuzzy. For instance, nanofabrication tech-
niques developed for nanoelectronics purposes can also be perfectly suitable for nanobiotechnology, or vice
versa. For example, nano imprinting techniques developed for manufacturing electronic circuits are also
applicable for biosensors. The inter- and transdisciplinary nature of nanosciences becomes evident also in
the next two examples. First, there are approaches to construct nanoscale information devices based upon
self-assembly with biomolecules. The techniques for synthesising molecules with rectifying properties are
similar to those for developing new drugs. Secondly, advanced models for nanoscale circuit design are si-
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milar to computer architectures that integrate fault tolerant concepts, which are an essential element of bio-
logical systems.

For an appropriate description of public R&D expenditure, it is convenient to start from a general
nanoscience / nanotechnology perspective, understood as the research area that comprises material research,
fabrication techniques or analysis tools at the nanoscale regime for any application field (information &
communication technologies, precision engineering, drugs development or nanobiotechnology, etc.). Table
4 shows the estimated amount of public funding for nanotechnologies in the member states of the
European Union and the European Commission. The period covers the years 1997 to 2000 and includes
the main national bodies supporting nanotechnology related research. All EU member states, except
Luxembourg where no universities are located, have research groups working on nanotechnology related
subjects and are supported by their national research programmes. For some countries, such as Germany,
Ireland or Sweden, nanotechnology is considered of strategic importance and they set up specific na-
notechnology programmes several years ago. Many countries have no specifically focused nanotechnology
initiatives, but this research is covered within more general R&D programmes.

The European Commission funds nanoscience through its so-called Framework Programme (FP) for RTD.
Up to present, the FPs have had no specific sub-programme on nanotechnology, but activities and projects
in this area are funded by the respective thematic research programme. For example, the "Information
Society Technology (IST) programme" supports nanotechnology research projects for electronics, displays,
or communications, while the "Quality of Life (QoL) funds research for medical or biological applications
and the "competitive and sustainable growth (Growth)" programme does the same in the field of materials
or precision engineering. Within the period 1994-1998 (4th FP), the European Commission spent roughly
90 to 95 M€ for nanotechnology related activities, observing a clear increase towards the end of the FP,
reaching 23 M€ in 1997 and 26 M€ in 1998. In these two years, the breakdown of the budget was rough-
ly 6 M€ for IT related themes (Esprit), 3-4 M€ for Materials (Brite), 1-2 M€ precision engineering (SMT),
1-2 M€ for medical applications (Biomed), 3-4 M€ for biological / genetics (Biotech) and 5.5 M€ for
training for researFchers (TMR). The remainder is accounted by the Commission’s own research centres, the
coordination of research (COST) and other accompanying measures, such as support to conferences. The
data for years 1998 to 2000 in Table 4 belong to the 5th FP (1998-2002). The year 2000 data includes
accepted activities. The distribution of the budget reflects the main drivers, namely electronics, materials
research and biotechnology. 

Generally speaking, the Commission’s research programmes (FP) represent roughly 4% of the European
Union’s global research expenditure or about 5% of the public R&D budget, i.e. excluding industrial inter-
nal funds. Table 4 shows that for nanotechnology the Commission spends ca. 15% of all public European
funding, i.e. substantially more than its European RTD weight. This reflects the fact that nanotechnology
is a research field encompassing many inter and trans-disciplinary sciences. As the different expertise are
seldom available in one single country, researchers are obliged to form trans-national collaborations and
request financial support to a supranational funding agency, mainly the European Commission. Moreover,
high level research in nanotechnology often requires expensive facilities and researchers enter into longer
term external collaborations in order to make a better use of their limited financial resources 
and man-power. 



Table 4: Estimated Governmental Support to Nanoscience and Technology in Europe
All amounts are given in M€ . The editor has "normalised" the data on governmental pro-
grammes of the EU Member states (1) and the European Commission using a common "na-
notechnology" definition (2).

(1) Austria: Fonds zur Förderung der wissenschaftlichen Forschung (FWF), Belgium: Flamish
Fonds voor Wetenschappelijk Onderzoek and the Walloon FNRS, Denmark: Ministry of Research
(Research Council) and Ministry of Industry. Note that the 1997 value includes in part infra-
structure cost for the Danish Nanocenter (completed end 1997), Finland: Tekes and Academy of
Science, France: ministry of industry and research as well as the CNRS, Germany:
Nanotechnology Programes of the Ministry of Education and Research (BMBF), Deutsche
Forschungsgesellschaft, Fraunhofer Gesellschaft and Max-Planck Institutes (Internal funds), VW-
Stiftung and German Länder. BMBF accounts for about half of the budget. Greece: General
Secretariat for Research (Ministry of Development), Ireland: High Education Authority and
Technology Foresight Fund. Note that a total of 12.7 M€ are allocated for a nanofabrication
facility. Italy: Ministry of Scientific Research (“Madess2” and “Co-funding”) INFM and CNR
(“5% Nanotecnologie), The Netherlands: organization for technical sciences (STW), organiza-
tion for scientific research (FOM), NOW, Portugal: Ministry of Science & Technology (“Praxis”
“Sapiens”, “Pragmatico”), Spain: “Plan Nacional de I+D”, “Promoción de Conocimiento
General”, Sweden: NFR and TFR agencies (Ministry of Education), programmes SSF and TFR.
United Kingdom: Engineering and Physical Sciences Research Council (EPSRC).

(2) Nanotechnology is defined as the collection of technologies operating at the nanometer regime.
For practical purpFoses, the previous expression has been quantified by technologies, including
biotechnologies, which allow the control of dimensions below 100 nm down to atomic sizes.

For nanotechnology concepts for information processing and storage, the IST programme is the driving
force within the European Commission. In particular, its "Future and Emerging Technology" branch
launched a specific action line, called Microelectronics Advanced Research Initiative (MELARI), aiming at
supporting research towards integrated circuits operating at the nanoscale. MELARI (1996-1999) had a
bud-get of 16.7 M€ and funded 14 research projects comprising 65 distinct research groups. MELARI’s
follow up initiative is called Nanotechnology Information Devices (NID) and started January 2000.
Currently, 15 projects belong to the NID initiative, for which the Commission’s financial contribution
exceeds 20 M€ (for a list of projects consult Chapter 8.2.). Since the launch of the first nanoelectronics
initiative, "Future and Emerging Technology" has constantly increased its budget for this research area.
While 150 k Euros per month were spent in average in 1996 this amount increased to 700 k Euros per
month by the end of the year 2000. This high growth rate reflects the large activity in the research field
and "Future and Emerging Technologies" decision to give special support to this research area. Due to the
basic research nature of field, most of the research carried out under the nanoelectronics initiative is per-
formed at universities (55%) and research institutes (30%). The industrial participation of 15% is in line
with research areas where the return in investment is long term. The companies involved are on one hand
big industrial players, such as Infineon, Thomson CSF, Ericsson, IBM, Sony, Motorola or Hitachi, that
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need to monitor progress in research for long term options. On the other hand, there are small enterpris-
es that offer special services to large companies or academia, such as instrumentation manufacturers (scan-
ning probe microscopes, imprinting machines, positioning tools, etc) or chemicals (resists).

Figure 5: Nature of the NID Projects

The figure shows the acronyms of the projects funded by the "Future and Emerging Technologies"
branch of the Commission’s IST programme (see also chapter 8), divided by area of activity. As many
projects cover more than one area and their position is in function of their "centre of gravity".

MELARI and NID were initially focused on solving three major research challenges. The first one was
aimed at novel devices at the level of a logic cell, memory cell or elementary processors. The key issues in
this "device" section are the scalability of the devices, the potential to operate at high temperature (ideally
at room temperature), the availability of an interface to the macroscopic world and the power consump-
tion. The second challenge is to find novel architectures to integrate these nanoscale devices for  efficient
information processing or storage. These "architectures" are far more demanding than for traditional
CMOS and fault-tolerance and self-testing approaches may have to be included. Suitable architectures are
probably highly parallel, but do not necessarily require a common clock across the whole chip. Finally, the
resulting circuit or, more generally speaking, information-processing system, has to be manufactured. Cost
effective "fabrication" at the nanoscale is a great challenge. Unfortunately, all technologies offering
nanoscale resolution have poor throughput. Top down exposure tools try to overcome this deficiency by
parallelising the technology. The alternative tendency is to use bottom up approaches, i.e. self-assembly and
self-organisation techniques that are common in biotechnology and chemistry. In addition combined top
down and bottom up approaches are becoming popular. The final aim is to self-assemble complete circuits,
including all functional parts and the interconnections between them. Hence, to the classical division
between "devices", "architectures" and "fabrication", "self assembly" has been added as a fourth one.

Figure 5 shows the "Future and Emerging Technology" supported projects using the above mentioned divi-
sion. Details about the projects can be found in Chapter 8.2 and their respective webpages. The ensemble
of projects can be seen as a portfolio that tries to find a balance between focusing on some areas while keep-
ing as many options open as possible. On the devices side, for example, many different concepts are stu-
died from resonant tunnelling devices to molecular devices, covering different levels of device maturity and
investigating many different materials and approaches.
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2. Reference Point: MOSFETS 
2.1. Theoretical Limits 
In order to understand the theoretical limits of information storage, it is useful to place CMOS in the
context of a general purpose computation system. There are three important limits, which determine the
ultimate performance of such systems. These limits are the thermal limit, the quantum limit, and the
power dissipation limit. The energy necessary to write a bit determines the thermal limit. This energy
must be bigger than the average energy of the thermal fluctuations, kT, otherwise bit errors will occur.
For CMOS, the energy necessary to write a bit is about 10-13 J (106 eV) which corresponds to a tempe-
rature of 1010K. The trend in CMOS is to decrease this energy and thereby decrease the power dissipa-
ted. The optimum value for the energy to write a bit for room temperature operation is about 4 x 10-19

J (2 eV), which is one hundred times greater than kT. 

The energy needed to read or write a bit and the frequency of the circuits are limited by the uncertain-
ty principle, �E �t ≥ h. To prevent bit errors, the circuit cannot operate too close to the minimum
uncertainty product. The quantum limit is then approximately given by E/f = 100 h where E is the ener-
gy needed to write a bit and f is the clock frequency. CMOS circuits operate far above the quantum limit
but as scaling continues below 100 nm, the limit will eventually be approached as E decreases and f
increases (See Table 16,Table 20 and Table 23). 

Figure 6: Energy – Delay Diagram for Electronics

Room temperature operation is only possible on the right of the line labelled "room tempera-
ture". The lower left hand corner is inaccessible due to quantum fluctuations, while the lower
right hand one is inaccessible due to dissipation. The dissipation limit depends upon the device
density (n) for with three different values are plotted. Arrows indicate the current trends in
CMOS and single electronics. [Ref. 85].

The next important limit is the power dissipation limit, determined by the power density p = EfnP, where
n is the device density, and P the probability that the device switches in a clock cycle, typically P ~ 0.1.
The maximum tolerable power density is about 100 W/cm2. This means that the energy, the frequency,
and the packing density are limited by Efn ~ 100 W/cm2. At high frequency, a high device density is desi-
rable, and therefore a low energy per bit is desirable. CMOS circuits operate near the power dissipation
limit. These three limits can be summarised in an energy - delay diagram as shown in Figure 6. 
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2.2. Technology limits 
Present results indicate that there is still room for MOS devices to follow the exponential scaling trends
that have governed the microelectronics industry over the past decades. Sub 70 nm ground-rule tech-
nology has been demonstrated on research lines. While a few problems still exist in implementing the
technology, essentially these results demonstrate that CMOS can and will be produced at such length
scales on production lines. It is speculated that changes in architecture may gain up to three generations
of devices. Another possibility would be to go ahead with fully three-dimensional integrated circuits.
The major limitation, however, is likely to be power dissipation where 3D designs are not efficient at
dissipating heat.

Currently the most advanced MOSFET which has been realised is a double gate transistor and has an
ultra short poly length (down to 30 nm) using a special electron-beam resist (calixarene film) and RIE
with CF4 gas. The extension regions consist of ultra shallow inversion layers created by a second gate.
Very low off-state currents below 20 pA/µm are realised at room temperature. Source/drain resistance
effects, however, limit these on-state currents. For the smallest poly lengths the devices show tunnelling
effects at 5 K [Ref. 113] 

The eventual limitations for conventional single gate MOSFETs are expected to be for minimum fea-
ture sizes of about 30 nm on SOI substrates [Ref. 207], before degradation in device performance can
no longer be compensated. The limit is dictated simultaneously by Zener breakdown of source / sub-
strate junctions as well as by leakage across the gate oxide, due to the need to compress vertical dimen-
sions in order to maintain good electrostatic control of the channel current. For MOSFETs below 30
nm, one must change the basic design of the MOSFET, either by using a back-gate (the dual gate MOS-
FET [Ref. 207]) or by using a second gate to create shallow (2DEG) ohmic contacts to reduce short
channel effects [Ref. 113]. The dual gate may be scaled down to about 5 or 6 nm, while the gated-con-
tact MOSFETs are predicted to achieve approximately 15 nm [Ref. 105]. 

2.3. Economical Limits 
CPU and ASIC manufacturers already state that CMOS production continuing on down Moore's law
past 100 nm ground-rules will be inevitable but DRAM producers are more concerned that economics
may limit future DRAM generations even before 100 nm is reached. The major companies are predic-
ting that Moore's law will slow towards 2010 and that the reduction in cost per function on the chip
will continue at the same rate. This will be achieved introducing new systems design, that include self-
testing and error tolerant architectures, along with increasing integration levels leading to the system-
on-a-chip. While cross-talk and the lack of a Si light emitters are present limitations to increased func-
tionality and reduced cost per function on chips, eventually, radio frequency and optical functions
(optical inter-chip / inter-system and on-chip interconnects) will all be integrated onto CMOS chips to
reduce systems costs (Figure 4). 

The current semiconductor industry paradigm is based on the economics of scales forcing the companies
to employ always the latest technologies in order to be able to compete. The cost for constructing a chip
plant oscillates between 1.3 and 1.5 B€ (2000) and is expected to reach the 5 B€ ceiling by the year 2008.
In view of the huge costs and in order to diminish the risk of failure, a close collaboration between semi-
conductor industries and joint ventures have been appearing in the last years. For example a new plant has
recently been inaugurated in Dresden between Infineon and AMD. The large investments are mainly due
to the costs associated with upgrading to the next technology node. In particular the equipment for each
individual CMOS process step is very expensive when upgrading to larger wafers and reducing the mini-
mal feature size. The increased costs are clearly visible in equipment sales (see Figure 2). On the contrary,
running costs, such as personnel, and infrastructure, such as buildings, are still important cost items, but
their overall share is reduced in respect to previous decades (see Figure 7).
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Figure 7: Cost of a Semiconductor Facility.

The cost of an industrial semiconductor facility is given as a percentage of the total cost divid-
ed by infrastructure, mainly building, equipment and running costs [Ref. 244]. 

2.4. Major Challenges and Difficulties 
The ITRS roadmap produces comprehensive lists of the major challenges and difficulties for CMOS in
the future. The following six points seem to be important in respect of the context of this document: 

• Power management impacts at all levels. 

• New architectures are required to overcome fatal bottlenecks in interconnects. 

• New materials required for gate dielectric. 

• Increased channel doping at short gate lengths will ultimately limit the drive currents and require fully
depleted SOI or dual gate structures around 30 nm. 

• Sub 100 nm lithography with throughput at costs which can sustain increased productivity. 

• Semiconductor factory cost with escalating factory capitalisation and operational costs.
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3. Emerging Devices
3.1. Single Electron Tunnelling Devices
In order to avoid misunderstandings about the concept of "single electron devices'', the following termi-
nology will be used in this document: 

• a single electron tunnelling (SET) device is a three terminal device based on the Coulomb blockade,
where the number of electrons on an island (or dot) is controlled by a gate. The island (or dot) may have
up to thousands of electrons depending on the size and material. 

• a Yano-type memory is a two terminal device where information is stored in deep traps in poly-Silicon. 

• a Nano-flash memory is a three terminal device without a tunnel barrier between source and drain but
has a floating gate between the driven gate and the transistor channel. When fabricated at nanoscale
dimensions, the increase of charge by one electron causes an abrupt shift in the turn off voltage. 

In the following sections, mainly SET will be discussed. Nano-flash and Yano-type devices are essentially
scaled down versions of conventional flash memories and therefore do not fully comply with this roadmap
definition of concept of nanoscale devices solely exploiting quantum effects. They will therefore be dis-
cussed only superficially.

3.1.1. Single Electron Transistors
SETs can be produced in a number of ways, the most common are metallic islands or semiconducting
quantum dots. The basic operation (Figure 8) requires an island of electrons with a capacitance C which is
small enough that a charging energy for the island, (e2 /C) is much larger than the thermal fluctuations in
the system, (kBT). Electrons may only flow through the circuit by tunnelling onto the first unoccupied
energy level, µN+1. Therefore, electrons will only flow one by one if the bias voltage, V is increased such
that µl> µN+1 >µr or a gate is used to change the electrostatics of the island to produce the same tunnelling
conditions. 

Figure 8: Principle of a Single Electron Transistor

For an island with N electrons and a total capacitance C, the chemical potential of the highest
filled electron state is µN , while the first chemical potential of the first empty state is µN+1. µl
and µr are the potential of the left and right electrodes. The energy to add an additional electron
to the island is µN+1 -µN = e2/C. Provided that this value is large in respect to the thermal ener-
gy, i.e. e2/C >> kBT,or in other words the tunnelling resistance is large 
(RT>>RK =25.8 k�) two situations may occur

(a) no electrons may flow from one electrode to the other if the applied voltage, V, is such that
µN+1 > µl . This state is known as Coulomb blockade

(b) If the voltage between the electrodes is increased such that µl > µN+1 > µr , then the empty
states in the island are populated and single electrons can tunnel through the island. To change
the Fermi level of the island a gate may be used that switches the single electron current on or off
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There are several approaches to produce single electron memories, in particular metallic multiple tunnel
junctions arrays, poly silicon single electron transistors or SET on silicon on insulator. Within the Fasem
project a 3 x 3 bit memory array using split gate lateral single electron memory (SEM) cells have been fa-
bricated on SOI. This lateral SEM cell uses a single electronic device coupled to a conventional MOSFET.
The cell is fabricated in crystalline silicon on insulator (SOI) material using a heavily doped, side gated sil-
icon nanowire single electron transistor. Typically, the SET Si nanowire cross sectional area is less that 40
nm x 40 nm and the cell operates with detectable storage of few electrons (ca. 60 electrons). The write /
erase time of the cell is 10 ns and the cell can operate up to 50 K. The fabrication of these single memory
cells are a fully compatible with mainstream CMOS technology. In particular, critical steps such as the oxi-
dation of the SET do no affect the function of conventional parts of the device [Ref. 55,174].

SET based memory circuits have been demonstrated at helium temperature [Ref. 215] and at 40 K [Ref.
203], which are aimed at, low power, rather than high-speed applications. The first uses binary decision
diagrams (BDD) to produce an AND gate while the second uses oscillatory characteristics of a multiple
gate SET transistor to produce a XOR gate. SET devices are believed to be useful predominantly for mem-
ory, electrometer and metrology applications. 

To make a SET device operational at room temperature, it is estimated that the charging energy of the
island, (e2/C) should exceed the thermal energy kBT by at least a factor of 10. This suggests that the island
of the SET device must be of the order of 10 nm. For reliable circuit operation, however, e2/C should
exceed the thermal energy kBT by a much larger factor and hence the feature sizes must be smaller than 10
nm. Simulations of complete SET circuits using a conventional type of architecture and incorporating per-
turbation by background charge fluctuations suggest that it will be necessary to go to dimensions of the
order of 2 nm, and that liquid nitrogen cooling may be necessary [Ref. 120]. The feature dimension will
depend upon the capability to control background charge fluctuations. Calculations suggest that quantum
dot array structures (such as multiple tunnel junctions) are less susceptible to disorder and background
charge effects [Ref. 153]. 

The energy needed to read or write a bit and the frequency of the circuits are limited by the uncertainty prin-
ciple, �E �t≥h. To prevent bit errors, the circuit cannot operate too close to the minimum uncertainty
product. The quantum limit is then approximately given by E/f = 100 h. Here E is the energy needed to
write a bit and f is the clock frequency. SET based circuits operate at the quantum limit. The trend in SET
devices is to increase E and f simultaneously so that as the speed and operating temperature increase, the
ratio E/f remains constant and the circuits stay at the quantum limit (Figure 6). CMOS circuits operate far
above the quantum limit but are approaching it as E decreases and f increases (Figure 6). As discussed pre-
viously there are three important limits, which determine the ultimate performance of such systems, in par-
ticular the thermal limit, the quantum limit, and the power dissipation limit (Figure 6). The energy neces-
sary to write a bit determines the thermal limit. This energy must be bigger than the average energy of the
thermal fluctuations, kBT, otherwise bit errors will occur. For the present SET circuits, this energy is 1022 J
(103 eV) which corresponds to a temperature of 10 K. The trend in SET circuits is to increase this energy
and thereby to increase the operating temperature of the circuits. The optimum value for the energy to write
a bit for room temperature operation is about 4 x 1019 J (2 eV), which is a factor 100 greater than kBT. 

In principle, the speed of SETs is limited by the RC time constant that, for capacitances of 1 aF, corresponds
to a switching speed of 0.1 ps. To take advantage of these speeds, however, the logic architecture would have
to be local so that the SETs would not have to drive a high capacitance line across the chip. Logic circuits
would possibly be based on local architectures, such as binary decision diagram (BDD) logic or cellular
automata, are theoretically and experimentally under investigation (Chapter 4). In practice, when a SET
device has to carry an external load, such as a word or bit line in a memory cell, the RC delays limit the ope-
rating frequency. In this case it is likely that even using graded tunnel barriers in a Yano type device, only
sub-ns access times may be achieved. Due to this high impedance required for Coulomb blockade, SET
devices are more suitable for memory structures, than logic circuits. 

3.1.2. Nano-flash device 
Nano-flash devices are basically three terminal devices where a floating gate is charged and the charge pro-
duces a large change in the threshold voltage of the transistor channel. The design allows an intermediate
between DRAM and Coulomb blockade potentially allowing higher density than DRAM at lower power
and higher operating temperatures. 
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In addition, non-volatile DRAM-like memories based on the Coulomb blockade effect are intensively
investigated. Likharev, for example, proposes a combination of nano-flash devices with adequate tunnel
barriers, called NOVORAM (NOn VOlatile RAM), that would combine fast write-erase times –compara-
ble to DRAMs- as well as non volatility. Such a 35nm NOVORAM would lead to Terabit storage [Ref.
132]. A similar prominent example is Hitachi's PLED [Ref. 156] or the single electron based flash me-
mory cell demonstrated by IBM Whatson Research Center and Univ. Minnesota. The single electron injec-
tion into the memory dots is performed through the gate oxide from the MOS channel. A simple memo-
ry array configuration is achieved by performing a change of the threshold storing the electron.

The technological key issue is the creation of extremely flexible tunnel barriers, for instance by multiple
barriers or sandwiched barriers. For nano flash devices, the main concern is the manufacturing cost, as the
development of suitable technology increases dramatically when single element memory device dimensions
are scaled down. 

3.1.3. Yano memory 
The Yano type memory is a 2 terminal device where information is stored in deep traps in poly-Si. The
devices are created on a 3 nm thick Si film using 0.25 µm technology where one or more dots are formed
naturally in the vicinity of a FET in which trapped charge modulates the threshold voltage of the FET
[Ref.156]. The device can be operated at room temperature and has been integrated in very large-scale
memories (128 Mb in 8k x 8k x 2 units of which half was operational) although it is not certain if Coulomb
blockade is of any relevance for device operation. One of the major problems of this type of memory is
relying on the natural formation of dots and the resulting poor control of device characteristics. This may
be a major hurdle to manufacturability [Ref. 237]. The advantage is a small cell size of 2F2, one quarter of
a folded-data line DRAM cell size. 

Since 1994 at least three major companies have introduced technologies for room temperature Coulomb
blockade memory cells [Ref. 90, 154, 210, 236] They are compatible with CMOS process and integration
on 250 nm technology level was demonstrated in one case [Ref. 236]. Their properties place these memo-
ries between today's DRAM and flash EEPROM. Hitachi presented the first single electron based inte-
grated circuit by making an 8 x 8 memory cell with read / write operation. The operation voltage is 15 V
and the device is based on ultra thin polysilicon wires (3 nm x 100 nm) in which the memory node con-
sists of an isolated poly grain representing a potential well. The presence of charge in this well modulates
the conductance of naturally formed current paths between the grains. Because of the compatibility with
“classical” silicon processing these results offer a real breakthrough. The device operating principle, howe-
ver, relies upon the statistics within the poly wire. Hitachi is currently extending this technology to demon-
strate a 128 Mb SET memory using a 0.25 µm CMOS process [Ref. 236]. 

3.1.4. Device Parameters and future challenges 
Silicon DRAM has complexity of 48 Mbits/chip at present (2001) and is projected to reach 4.3 Gbits/chip
by 2014. The drivers are complexity and access time; power dissipation is not a major issue for DRAM.
CMOS DRAM speed, however, is close to saturation, rising from 100 MHz at present to 150 MHz by
2012, and this will become a major limitation. There is clearly scope for other memory technologies with
better access times that could reach this level of complexity. SRAM is faster and scales better (0.2 - 0.6 GHz
now, 1 GHz in 2012), but dissipates power in much the same way as logic. Verification and error correc-
tion are important issues in present DRAMs as well as flash memories. The use of these techniques [Ref.
237] contributes significantly to the memory reliability.



24

Technolog y  Roadmap for  Nanoe lec t ronic s

Table 5: Comparison between Conventional and Single Electron Memories.

For a complete overview of the state of the art in memories consult Table 14. A forecast for mem-
ory performance for the years 2006 and 2012 is given in Table 15 and Table 16 respectively.

Table 5 is an extract of the tables in the annexes and compares conventional DRAM and flash memory
with known data from a number of SET based quantum dot memory devices from the literature. The
schematics demonstrate that most of the SET devices are really small-scale examples of conventional
DRAM or flash memory so that the capacitance of the memory node is small enough to produce single
electron effects. Most of the proposed and realised SET memories store information in gain cells rather
than the conventional DRAM 1T cells, which on one hand is an intrinsic advantage but on the other com-
plicates direct comparison between these memory technologies. 

In order to compete in this market, alternative technologies will have to reach a high level of maturity. For
SET the following issues are critical if they will be come a future option:

Background charge fluctuations remain the biggest technological bottleneck. In order to reduce the per-
turbation of these effects on SET circuits the critical dimension must be on the order of 2 nm. Significant
progress must be made to controlling the background charges, otherwise it seems unlikely that Coulomb
blockade circuits can be fabricated with large densities. The required uniformity of devices is extremely
demanding, raising doubt if they can be manufactured with the required tolerances at a reasonable price.
Assuming that large-scale integration is possible, solutions must be found on how to overcome the elec-
trostatic interactions between devices. In view of these fundamental problems, error tolerance for Coulomb
blockade devices has not been investigated in great detail, but it seems likely that in order to have adequate
tolerances the device must operate either at lower temperature or higher voltage (and hence power). 

Unless good progress is performed to overcome the above mentioned technical bottlenecks, SET appears,
for the present, not to be an alternative to CMOS. Possibly nano-flash devices may bridge the gap between
MOSFETs and SET. 
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3.2. Tunnelling Diodes
Tunnelling Diodes (TD) offer the following advantages: (1) high speed of operation due to the inherently
fast tunnelling process, (2) negative-differential-resistance (NDR) regime for the de-attenuation of ana-
logue L-C-R circuits such as filters and oscillators, and (3) at least two stable working points in the posi-
tive-differential-resistance regime separated a current peak which are ideally suited for a robust dual- (or
even multiple-) valued logic.

There are two established methods for providing the energy barrier(s) for tunnelling: (a) interband-tun-
nelling at a p-i-n- junction (ITD) and (b) wide-band-gap barriers embedded in small-band-gap wells
(RTD).

Although concepts of lateral tunnelling transistors have also been demonstrated, generally the TD is build
in the vertical direction being the dimensions controlled by growth (i.e. MBE or CVD) and the lateral
dimensions produced by lithography. The dimensions in the tunnelling direction are typically only a few
atomic layers thick, while the lateral dimensions are restricted by lithographic sizes. The device width deter-
mines the current and hence the power dissipation.

3.2.1. Interband Tunnelling Diode (ITD)
A ITD is a p+-i- n+ diode with excess doped contact layers. In this type of diode the NDR-regime has been
observed first [Ref. 57,235].

Figure 9: Concept of an Interband Tunnelling Diode

Figure a) shows the band structure at zero bias and figure b)
the I-V-characteristics of an Interband Tunnelling Diode (ITD)

The tunnelling process occurs from band-to-band at the crossover of the valence band and the conduction
band due to the excess n+ p+ doping. The thickness �x of the tunnelling barrier and hence the current den-
sity is affected by i) the thickness of the undoped layer, ii) the dopant densities n+, p+, iii) the energy gap of
the used semiconductors, and iv) the applied voltage.

Around zero bias the I-V-characteristic is ohmic. At forward bias there is a regime where the forbidden
band-gap is opposite to the valence band and which results in a decrease of current with increasing voltage
and hence negative-differential resistance. In the early 60's there were some attempts to use the ITD for
de-attenuation at microwave frequencies using small band-gap Ge ITD's. These efforts finally failed
because of the high capacitive load accompanied with the NDR-effect, the limited voltage regime of NDR
and the limited current density.

When the NDR-effect proved to be very successful for digital circuits, there was an increased need for
robust NDR-diodes on Si-substrate. The breakthrough came with Si/SiGe ITDs [Ref. 56,185] showing
high-current densities (>15 kA/cm2) and high peak-to-valley-current ratio (PVCR > 3). These results were
obtained inserting a small band-gap SiGe interlayer between the p+-n+ contact layers supporting the tun-
nelling process at forward bias. 
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Figure 10: An Interband Tunnelling Device in Operation

SiGe ITD: a) band diagram with VD=0.5 V applied bias, and b) measured I-V characteristics
on low n-doped semi-insulating Si-substrate in forward direction [Ref. 134].

Calculations on the device capacitance showed that ITDs have a much higher capacitance 
(C = 22 fF/µm2 - [Ref. 134]) than RTDs (C = 4 fF/µm2) due to the thinner tunnelling layer.

3.2.2. Resonant Tunnelling Diode
Resonant tunnelling diodes (RTD) is also device concept whose inherent multistability allows for very com-
pact circuit, and its inherent speed paves the way for GHz operations. The basic concept of a RTD is illus-
trated in Figure 11. Negative differential resistance (NDR) is produced by a double barrier structure having
a resonance peak at voltage V corresponding to resonant tunnelling of electrons through a subband energy,
Eo in the quantum well between the barriers. Multiple NDR devices may also be produced designing sys-
tems with multiple subbands or extra wells. 

In this case too, the RTD is normally a vertical quantum effect device with the vertical dimensions produced
by epitaxial growth and the lateral dimensions produced by lithography. The RTD area determines the cur-
rent and hence the power dissipation. All mature RTD devices are produced using III/V semiconductor he-
terostructures. There are only a very few demonstrations of Si-based RTDs which result in a limited NDR
regime (PVCR = 1.1 @ 300 K, I= 5 kA/cm2, [Ref. 170]). 

Figure 11: Concept of a Resonant Tunnelling Device. 

The subband energy E0 is approximately inversely proportional to the square of the well thick-
ness. The peak in the I-V curve occurs when the incident electrons match the energy of the sub-
band and the electrons resonantly tunnel from the source to the drain.
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3.2.3. Tunnel Diodes Performance 
III/V RTD device technology is now mature with many demonstrations of circuits. These are the first
quantum transport devices to have made it into production. The RTD design depends on the specific
application in question. To reduce the power consumption, one of the objective is to produce the mini-
mum valley current density possible at a low voltage. On one side the peak to valley ratio (PVCR) must be
large enough to allow an appropriate memory or logic function with a reasonable noise margin. On the
other side the RTD switching time depends on the RC time constant of the device and therefore the RTD
charging time is determined by its peak current density. Hence there is a trade-off between high speed and
low power in the design of the circuits. For high speed logic applications, peak current densities greater
than 10 kA/cm2 are required allowing a clocking frequencies of 6.25 GHz to be compared with low power
TSRAM where the peak current densities are <0.16 A/cm2 resulting a maximum clocking frequency of 592
kHz [Ref. 164]. 

Up to now, III-V RTD have demonstrated the following results:

• 80 GBit/s optoelectronic delayed flip-flop [Ref.187].
• 50 nW TSRAM cell with a 150 µm2 footprint (200x lower power than GaAs SRAM) [Ref. 218].
• generic logic circuits operating at 12 GHz with 20 µm minimum feature size [Ref. 231].
• memory circuits [Ref. 226] 
• multivalued logic circuits [Ref 144]
• monolithic 4-bit 2 Gsps analogue to digital (ADC) converters [Ref. 31] 
• 3 GHz clocked quantisers with 40 dB spur free dynamic range 
• 40 GHz static binary frequency dividers [Ref. 216] 
• 2 GB/s photodetectors with low switching energies of 30 fJ

In comparison to III/V RTDs, the technological status of Si/SiGe ITD´s and RTD´s is in its infancy. At
room temperature, high current densities (> 5 kA/cm2) are available in both type of Si based tunnel diodes,
but a significant PVCR has been achieved only with ITDs [Ref. 56,185]. On the other hand the ITD bar-
rier is much thinner than the RTD one and hence more critical against technological fluctuations. In addi-
tion, a high temperature annealing process for dopant activation and its diffusion is necessary in ITD´s, in
order to achieve a good PVCR at a high current density.

The better speed performance of SiGe-ITDs in comparison to InP-based RTDs can be determined by
measuring SiGe-ITD's (from 45 MHz to 45 GHz) and comparing it RTDs with the same layout (A =
3x20 �m2) [Ref. 134]. The extracted conductivity corresponds to the DC-data gP = dI/dV. In compari-
son with an InP-based RTD with the same device layout, the SiGe-ITD's are about 15 times slower (Fig.
12). This reduction is due to the high capacitances caused by the very thin undoped layers between the
d-doping layers.

Figure 12: Oscillation Frequencies for ITD and RTD.

Maximum oscillation frequency relatively to the peak- and valley-voltage of the SiGe-ITD's and
of an InP-RTD [Ref. 134]. 
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In Table 6 the trade-offs between some of the important parameters in RTD designs for logic and memo-
ry applications are summarised.

Table 6: Comparison of Tunnelling Devices Parameters 

3.2.4. Concepts for Three Terminal Resonant Tunnelling devices
Since RTDs are two-terminal devices the requirement of isolating different logic circuit stages has moti-
vated the investigation of three terminal devices, i.e. resonant tunnelling transistors, in order to combine
electronic amplification of a transistor and the inherent multistability of RTDs. In recent years the follo-
wing approaches have been demonstrated:

• hybrid microelectronic/nanoelectronic device concept using monolithically integrated RTDs together
with conventional transistors, such as heterostructure field-effect transistors (Figure 13 a,b) [Ref. 38] or
heterostructure bipolar transistors [Ref. 140]. The relative technological maturity of this approach enables
the design of various digital logic, memory and analogue circuits and is therefore the "work-horse" to
explore novel circuit architectures. 

• vertical resonant tunnelling transistors composed of an RTD with a surrounding Schottky gate to mo-
dulate the cross section of the device by means of the gate voltage dependent depletion region (Figure 13
c,d) [Ref. 200]. With respect to practical circuit design this approach has advantages over RTD-HFET con-
cepts where HFET and RTD I-V characteristics have to match, e.g. the transistor current with respect to
the RTD peak current. Thus, the transistors must be designed in a narrow window of device properties. In
a three-terminal resonant tunnelling device the matching between RTD and FET is inherently fulfilled. An
interesting feature for future investigations is the increase of the current modulation with shrinking mesa
areas. Further optimisation is needed to obtain an input-output voltage level compatibility.

Double-Electron Layer Tunnelling Transistor (DELTT) with an entirely planar structure [Ref. 150]. This
double gate device exhibits an I-V characteristics similar to the vertical RTT but the tunnelling process
occurs between two-dimensional electron gases (2DEGs) perpendicular to the direction of the current flow
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(Figure 13e, back control gate is omitted for clarity). The 2DEGs are formed in a AlGaAs-GaAs double
quantum well. By means of two depletion gates the source makes electrical contact to the top quantum
well only, while the drain contacts the bottom quantum well. Thus, tunnelling across the barrier between
the quantum well is the only possible way for the electrons to reach the drain region. Resonance condition
is obtained either by shifting the Fermi energies in the source/drain regions via the drain-source voltage or
by modulating the electron density of the 2DEGs by the gate voltages. The double gate structure (top and
back gate) allows the implementation of unipolar complementary circuits. First prototype devices and
bistable memory circuits demonstrate the operation at or below 77 K, though rapid progress indicates that
room temperature operation is achievable. Despite the simple planar structure a drawback in regard to
large-scale integration is the difficult flip-chip processing scheme.

Figure 13: Concepts for three terminal tunnelling devices. 

(a) fully 3D-integrated Resonant Tunnelling Diode Heterostructure Field-Effect Transistor
(RTD-HFET) and (b) Vertical Resonant Tunnelling Transistor (VRTT) on GaAs. Both devices
show a gate-controllable drain-source current with the typical RTD I-V characteristics (c and d).
The Double Electron Layer Tunnelling Transistor (DELTT) is a planar (e). 
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3.2.5. Major Challenges and Difficulties for TDs 
A problem is the extreme sensitivity of the device characteristics to the layer thickness as the tunnelling cur-
rent depends exponentially on the thickness of the tunnel barrier. In the last years, the progress has been
made to precisely control the growth of the double barrier structures. Investigations for 2" wafers (InP-
based RTDs) show that with shrinking minimum feature size the fluctuations in the peak current can be
directly attributed to an RTD area variation caused by the increasing impact of lithography and etching on
lateral dimensions. The peak-voltage and peak-current homogeneity are better than 2.7% and 5.1%,
respectively, while the reproducibility is within 6.9% and 9.4%, respectively [Ref. 134]. The peak-voltage
is independent of the size of the device area. The variation due to fluctuations in the MBE layer stack is
less than 1.2% over a quarter of a 2"-wafer indicating that the influence of MBE layer data was overesti-
mated in the past. Recent GaAs RTDs work [Ref. 39] shows that III/V technology fulfils the requirements
for a large-scale integration of RTD devices. However, the remaining big challenge remains to transfer the
process technology to LSI production. Unless this is achieved, RTDs will remain a niche product for high
speed switching, digital signal processing, ADC, DAC, etc. where costs/function is of minor relevance.

Lateral device scaling to sub-mm feature size is necessary to reduce power dissipation during the switching
process in logic circuits and in the bistable state of RTD-memory cells. This is especially important for
GHz logic circuits requiring high peak current density devices, where, the overall power dissipation limits
the integration density. The lateral scaling depends on the lithographic resolution and on the circuits' capa-
bility to tolerate local device parameter variations, similar to conventional microelectronics with nm-fea-
ture sizes. 

The ability to wire devices is currently limited by large contact areas and the lack of multilayer intercon-
nections. Here, planar processes may be a step towards fabricating circuits with a reduced complexity.
Otherwise RTD circuit designs will be less area efficient than comparable FET design.

For millimetre wave oscillator applications, high output power in the NDR-regime from the RTD device
is needed. At present the output powers are in the order of µW and would require improvements (> mW).

Si/SiGe ITDs show potential for Si-based digital circuits. A major problem of ITD´s is the high sensitivi-
ty of device characteristics to the effective thickness of the tunnelling barrier during the annealing process.
The thermal restrictions in the annealing process limits possible monolithic co-integration with CMOS
and unless this can be overcome, ITDs will remain a niche product for low voltage high-speed memory
and logic. 

Si/SiGe RTDs have been fabricated with a low PVCR of 1.1 at a good current density of 5 kA/cm2 [Ref.
170] offering a new perspective for CMOS co-integration. Si/SiO2 RTDs [Ref. 116] remain under dis-
cussion as they would allow CMOS compatible processing and integration of RTDs with CMOS circuits,
but problems growing single crystal Si between SiO2 barriers have to be overcome.
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3.3. Rapid Single Flux Quantum Logic 

3.3.1. Principle of Operation 
Rapid Single Flux Quantum (RSFQ) Logic is based upon a superconducting quantum effect, where a flux
quantum is used as a bit. The basic switching elements are Josephson junctions (JJ). As this quantum effect
already occurs at a macroscopic scale, sub-micron lithography is not a prerequisite. RSFQ is the only
known technology in which circuit speeds above 100 GHz and power dissipation down to 1 µW/gate can
be envisaged. 

There are two basically different technologies to produce RSFQ circuits, depending on whether low tem-
perature superconductors (LTS) or high temperature superconductors (HTS) are employed. Due to its
superconducting principle, a RSFQ device needs cooling and it should be remembered that the operation
temperature of the device is lower than the critical temperature of the bulk superconductor material. The
availability of adequate cooling systems, which comply with needed specifications (temperature, size,
weight, dimensions, etc.) in the limits of reasonable prices, is one of the most important drawbacks for the
market introduction of this technology.

3.3.2. Technology, Critical Dimensions and Performance 
a) Technology employing low temperature superconductors (LTS) 

The most mature LTS technology usually uses superconductor insulator superconductor (SIS) tunnel junc-
tions, but also SINIS and SNS technologies, where N stands for normal metal, have been implemented
successfully. The usual SIS technology is a three-layer process using Nb as superconductor and AlOx as
insulator. Nb-based devices must be cooled down to liquid helium temperature. Circuits with several thou-
sand junctions, produced with a 3.5 µm design rule, and frequencies up to 40 GHz can be obtained com-
mercially. As only magnetic penetration depth limits the critical dimensions, Nb miniaturisation should be
possible down to 100 nm. 

An alternative is to use NbN as superconductor, where circuits can operate at 10 K. Current circuits have
up to 1000 junctions, i.e. one order of magnitude less than the conventional Nb technology. This tech-
nology is less mature mainly due to the lack of self-limiting tunnel barriers. 

For most current LTS circuits 10 mW (@ 4K) of cooling power is sufficient. In terms of input power this
corresponds to about 1 k� of electrical power, which makes LTS suited only to large systems where the
energy consumption and size of cooling engines is of minor importance or to applications exploring quan-
tum effects of superconductors, such as in metrological standards. Very large computers such as the
Teraflop / Petaflop (1012 and 1015 floating point operations per second, respectively) computer, are exam-
ples of the first case. They would consume enormous amounts of power if fabricated in silicon, while the
use of LTS reduces the cooling problem and offers a more compact layout. 

b) Technology employing high temperature superconductors (HTS) 

HTS technology uses mainly YBCO (or other 123 cuprates) as superconductor and mostly PBCO, or a
doped variant, as insulator. In order to further reduce the parameter spread, junctions with a interface engi-
neered barrier are also investigated. Presently, mostly simple circuits, such as shift registers, with less than
30 junctions have been demonstrated to operate at clock frequencies in the order of 40 GHz and at tem-
peratures below 50 K. An example is a delta-sigma modulator, also a simple circuit, operating at 170 GHz.
This is two orders of magnitude smaller complexity than current LTS technology. Due to the fact that
YBCO is an anisotropic material, the fabrication is far more complex than with LTS. There are diverse
techniques to produce HTS Josephson junctions, such as using the interface of bicrystals, c-axis micro-
bridge and ramp type junctions. Which fabrication method will be chosen is not clear as all of them have
pros and cons. For example, ramp type junctions have the best reproducibility, while microbridge systems
are more easily scalable, a factor that may become important in the future. 

The advantage of HTS in respect to LTS is that it is supposed to operate at higher frequencies (up to 500
GHz) and higher temperatures (50K), when the circuits will be produced with a 500 nm groundrule. This
does not imply that a clock will be used at this speed, as at these speeds circuits are likely to operate block
asynchronous and probably completely asynchronous [Ref. 98]. The feature size 500 nm is limited by the
magnetic penetration depth. The higher temperature allows for less extensive cooling efforts, while the
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higher frequency may open a window for new applications. As HTS circuits will be operated at higher tem-
peratures than LTS it is expected that the risk of bit error rate increases. Measurements of these values have
not been performed. 

3.3.3. Major Challenges and Difficulties for RSFQ 
In principle, RSFQ circuits can operate at frequencies up to the THz regime. From a client's point of view,
the important issue is not only the frequency of the RSFQ circuits, but also the input / output operation
frequency to the outside world. In this respect, a challenge is to find appropriate interfaces to Si-CMOS or
other devices that can benefit from the potential of very high-speed circuits.

For LTS, the design and implementation of VLSI circuits with more than 105 gates per chip is a major
challenge. For acceptable operating margins, very narrow spreads of junction parameters will be needed
(probably in the region 1Sigma < 3-5%). Apart from the technological problems, economical considera-
tions may produce some drawbacks. In view of the fact that the market for applications requiring VLSI,
such as very high performance computing, is small, it is not evident if the large financial investments nee-
ded to upgrade facilities to produce VLSI circuits would pay off. 

HTS technology seems to be about 10 years behind LTS. In the short term, i.e. in the next three years, the
main challenge is to fabricate and test circuits in the order of 100 junctions. For this to be achieved, major
efforts must investigate the development of junction technology with a small parameter spread (desirable
1Sigma < 8%), the development of small inductances, reliable resistors and the reproducible connection of
these circuit elements. In the medium term (5-8 years), the feasibility of small circuits operating at frequen-
cies of around 100 GHz should be definitely demonstrated and integrated into a demonstrator / application. 

The main obstacle for a broad implementation of superconducting electronics is the need for cooling. Most
potential clients are reluctant to accept liquid cryogenic cooling, because it is expensive, mostly not reliable
enough and requires bulky compressors. Therefore market acceptance will be strongly linked to the avai-
lability of low cost, highly reliable and compact cooling systems. Technical progress has been made in pro-
ducing improved cryocoolers, such as Joule-Thomson, Stirling or pulsed tube refrigerators, but at present
there is no real market and hence no serious investment in developing cryocooler systems. 

To be economically competitive, HTS must be operational with a single stage Stirling and Joule Thomson
cryocoolers. In terms of performance, this requires that the RSFQ circuit must be operational below 40 K
and requiring at a maximum 100 mW power dissipation. 

Nb-based circuits require cooling at 4 K. These temperatures can be achieved employing liquid helium coo-
ling or using a three stage cryocooler, such as a two stage Gifford-McMahon plus a Joule Thomson stage.
All options are expensive and are bulky. Financially, a major progress would be obtained if a two-stage sys-
tem could be used. NbN-based or other LTS superconductors technology may fulfill the requirements to be
operational at 10 K, but the technology is not very advanced, in between Nb-based LTS and HTS.
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3.4. Molecular Nanoelectronics 
In the following, the term "molecular nanoelectronics" is used to distinguish devices switching at the sin-
gle molecule level compared to bulk based molecular electronics, which have found numerous applications
as liquid crystals in displays, dye lasers, light emitting diodes or plastic transistors. 

Already in 1974, Aviram and Ratner predicted that single molecules with a donor spacer acceptor structure
would have rectifying properties when placed between two electrodes and could be used as functional elec-
tronic elements. [Ref. 14]. Such a rectification behaviour was first observed in molecular monolayers sand-
wiched between two metallic electrodes [Ref. 70] . This type of measurement is produced using Langmuir-
Blodgett film or self assembly techniques and involves a macroscopic number of molecules. Electrical
measurements of individual molecules have been possible since the invention of the scanning tunnelling
microscope and have been demonstrated on C60 fullerenes and a few other molecules. In addition, progress
producing nanoscale junctions has permitted the performance of planar two terminal electrical measure-
ments. Junctions with dimensions as low as 5 nm [Ref. 41] can be manufactured in a reproducible manner
with e-beam lithography, and nanojunctions down to 2 nm have been obtained by electromigration [Ref.
152]. As the distance between the electrodes is in the range of the dimensions of a number of appropriate
designer molecules, the search for appropriate functional molecules has just begun. 

Hybrid molecular electronics holds the promise of self-assembly of circuits, both on a massive scale and
cheaply, using chemical or biological reactions and to match the ultimate densities of CMOS [Ref. 108].
For molecular devices to become logic and memory elements of circuits the aim is to achieve bit densities
of 1012 bits/cm2, to reduce switching cycle times to a few ps and to limit the energy per bit cycle to 10 meV.
Otherwise the heat dissipation is too high and a cooling system has to be integrated. Molecular nanoelec-
tronics is far from these targets, but has the potential to produce sub-nm sized functional devices in a bot-
tom-up way without suffering the inherent tolerance problems of a lithographic top-down exposure me-
thods approach [Ref. 73]. Manufacturable solutions may be of hybrid nature built on top of a CMOS chip
[Ref. 229] with the CMOS chip providing the input / output to the macroscopic world. Alternatively
molecular nanoelectronics may be optically interconnected to other systems.

3.4.1. Electric-field based molecular switching devices 
The basic concept is to control the transconductance of a molecule by an electric field. Ideally, one would
use the central part of a molecule for functions (switching, RTD, transistor, rectification, etc.) while the
endgroups would provide the linking through a self-assembly mechanism. Diblock copolymers, for exam-
ple, may be self-assembled into chains and purified to very high yields. Thiol endgroups would anchor the
copolymers to metal electrodes. 

The mechanism for the functional operation can be very diverse. As already indicated, attaching elec-
trophile and electrophobic groups to either end creates a donor spacer acceptor structure that induces a rec-
tifying behaviour. Aviram [Ref. 15] proposed a number of molecules that would switch between conduc-
ting and insulating states by oxidation / reduction. For example, tetrathiafulvalium (+) has only a partially
filled highest occupied molecular orbital and offers free states for conduction, while tetrathisfulvalene is an
insulator because the highest molecular orbital is completely filled (Figure 14). Here, the switching beha-
viour would be based upon the fact that electrons can tunnel only in the case of empty states. In a certain
way this is the molecular analogue of the Coulomb blockade principle in junctions. 

Experimental results include current voltage measurements from single designer molecules, such as the rec-
tification properties of a benzene ring attached to two gold electrodes using S atoms (Benzene-1, 4-dithi-
olate) [Ref. 184]. More complicated structures have been synthesised and it could be shown that the rota-
tion of a single bond of π orbitals allows the change of conductance by over 6 orders of magnitude,
providing a switching mechanism in a polymer chain [Ref. 183]. First "coulomb blockade" characteristics
were demonstrated using self-assembled gold particles on top of a,a'-xyldithiol (XYL) molecules on an
Au(111) surface [Ref. 10]. The second electrode was a STM tip and a Coulomb staircase function was
demonstrated at room temperature. A field effect transistor action could be observed by placing a semi-
conducting carbon nanotube across two electrodes with a controlling back-gate [Ref. 206]. Clear Coulomb
blockade steps and single electron effects were demonstrated at room temperature. These experiments
demonstrate basic transistor principles but a complete three terminal transistor device as defined in this
roadmap has yet to be demonstrated.
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Figure 14: Transport through a Molecule

A conjugated molecule can switch its conducting behaviour when few electrons are added or
removed through an oxidisation or a reduction of the molecule, respectively.  In an energy band
description the conduction depends upon the number of electrons in the highest-occupied-molec-
ular-orbital (HOMO), which is represented by arrows in the above picture.  Similar to a
Coulomb blockade effect, electronics states in the (HOMO-LUMO) gap of the molecule can be
introduced and be put in resonance with the Fermi level of the electrode.  In the above scheme
electrons could flow from one molecular chain to the other applying a perpendicular electric field
[Ref. 13, 52].

Using an STM, bond rotations in molecules can be studied to determine how they adapt or can switch
their state. Such recognition of conformation and adaptation of individual molecules are interesting as con-
formational processes are used in natural systems and form a basis for molecular switches [Ref. 110]. In
addition,  molecular systems such as fullerene based systems can be incorporated in two and three termi-
nal devices and interesting electronic characteristics can be obtained, i.e. macroscopic quantum state in a
bucky tube [Ref. 205]. 

Research in self-assembly for electronic purposes has involved a drive to optimise the molecular chain
length, to functionalise the molecules and to define molecular patterns on the scale of tens of nanometers,
such as in the case of printing techniques. In this respect supra-molecular concepts have been introduced
in the design and self-organisation of grid-like metal co-ordination arrays using molecular systems [Ref.
128,189]. However, the assembly of devices and arrays may be different from current approaches. For
instance at the macroscopic scale, chemical interactions are used for three dimensional self-assembly of mil-
limetre scale components [Ref. 209] or DNA is used to create a binding interaction between nanocrystals
of colloidal metals in solution (or potentially at a surface) [Ref. 147]. 

3.4.2. Alternative molecular components
Electromechanical Switching 

Electromechanical switching at the molecular level is based on the controlled deforming or reorienting of
a molecule rather than moving the electrons on the molecule. For example C60 can be used as a single mo-
lecule electromechanical amplifier by pressing the bucky ball with a STM tip. The controlled vertical defor-
mation of the C60 cage produces the mechanical modification of resonance tunnelling bands. Although the
amplification principle has been demonstrated only at low frequency (10Hz), the intrinsic speed of such a
device is limited only by the vibrational frequency of C60 at over 10 THz (1013Hz). A complete memory
based upon electromechanical transistors could be constructed using an array of metallic nanocantilevers
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[Ref. 107]. Future circuits with 1012 to 1015 elements/cm2 cannot be build with mechanical cantilevers, but
will require new architecture paradigms.

Another mechanical device is the "molecular abacus" using fullerene C60 as beads, a 0.25 nm high
monatomic step as the rod and STM tip as the finger both to reposition (in one dimension) and to count
by imaging. The abacus itself has an active area defined as around 1 nm x 13 nm [Ref. 47,48]. By moving
a single atom out or into an atom wire researchers at Hitachi have simulated a two state electronic device
of atomic dimensions [Ref. 221]. The device is called an atom relay or molecular relay. Two-state devices
based on the change of a molecular conformation can also make a relay such as a rotamer [Ref. 204]. 

Photoactive/photochromatic switching 

A number of molecules, specifically a number of proteins, may have their electron distribution changed by
the absorption of photons to produce switching effects. The biological photochrome bacteriorhodopsin has
been suggested as one possible type of molecule for holography, spatial light modulators, neural network
optical computing, non-linear optical devices, and optical memories [Ref. 23]. The significance of bacte-
riorhodopsin stems from its biological function as a photosynthetic proton pump in the bacterium
Halobacterium halobium. A combination of serendipity and natural selection has yielded a native protein
ideal for optoelectronic applications. Other examples of optoelectronic biological molecules include visual
rhodsin [Ref. 23], chloroplasts [Ref. 78] and photosynthetic reaction centres [Ref. 27]. 

Spin based molecular devices

Manganese acetates with total large spin magnetic moments (20 �B) exhibit a hysteresis cycle at low tem-
peratures. Hysteresis effects, that normally are seen as  many particle behaviour, are often the basis for infor-
mation storage and the fact that magnetic behaviour is observed at atomic or molecular scale  is interes-
ting for downsizing memories [Ref. 138,186,193]. 

Molecular Wires 

Oligomers as such are generally very poor conductors and for wiring the applicability of a tunnel transport
regime is under investigation. For building circuits molecules with a good conductance must be synthe-
sised. Generally speaking, the inclusion of delocalised electrons on aromatic and acetylene groups is insuf-
ficient for good conducting properties as required by the microelectronics industry in circuits. In such com-
pounds, the delocalised π electrons occupy the "homo'' (highest occupied molecular orbital) fully and in
principle the extra electron for the electrical transport must be added to the few eV higher "lumo'' (lowest
unoccupied molecular orbital) level. Alternatively, for small distances (few 10 nm) the possibility of tunnel
transport (current of less than nA) could be envisaged by not injecting an electron on the Lumo, but tun-
nelling through it. In the first case, the compound acts as a semiconductor and good conducting proper-
ties could be obtained by doping the system. In the latter, the challenge is to optimize the molecular wire
for a tunnel transport regime. 

Metallic wire like properties can be observed with carbon nanowires, due to their band-structure. These
compounds seem promising, but ways must yet be found to connect them, through conducting junctions
at specified positions, to the active switching element. One option could be via RNA synthesis and wiring.

3.4.3. Molecular modelling
The models employed in molecular electronics to determine the "electric" properties of molecules are in
general less accurate than calculations of electronic structure in quantum chemistry. Therefore actual work
exploits quantum chemistry methods to provide reliable predictions needed for device fabrication.
However, at the moment only very little work has been done on models that predict the actual conduc-
tance of families of molecules that may exhibit useful functionality for device implementation.
Conductance studies investigate open systems with a flow of particles, which make the quantum treatment
significantly more difficult than in the case of confined states. An example of a hybrid structure of interest
is an oligo-thiophen molecule connected on one side to an hydrogen passivated Si (100) surface and on the
other side to an STM tip (see Fig. 15, next page).
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Figure 15: Scheme of a Hybrid Metal-Molecule-Semiconductor Structure.

An oligo-thiophen molecule is attached to a H-passivated Si(100) surface and picked up by an
STM tip [Ref. 28] .

For practical purposes, theory must not only describe the intrinsic properties but must also integrate
chemisorption information to predict how the molecules must be attached in any conceivable structure for
information processing and what the effect will be on the substrate. Many proposals for molecular devices
exist, but seem to be too optimistic, as they are based on extremely qualitative arguments. For example,
there are several proposals for devices exploiting potential barriers within molecules [Ref. 214], but no
definitive demonstration of the existence of such barriers is yet available. In this case, the use of density
functional theories or pseudopotential approaches are under investigation to define the potential profile
seen by an electron along a molecule and on this way to define a contact barrier at each side of the con-
tact. Due to the difficulty in performing experimental measurements, the solution might be using more
accurate numerical simulations, which are explained in the following.

Quantum chemistry methods are already employed on some microelectronics problems [Ref. 79] and semi-
empirical quantum chemistry methods are used to study molecular transport [Ref. 87]. Ab initio and
molecular modelling methods have been applied for many years to the design of molecules in the phar-
maceutical and fine chemical industries and similar tools are employed for designing molecular electronics
and self-assembling systems.

Non-equilibrium transport simulations in molecular electronics are now relying on the direct calculation
of the energy levels (band structures). This theoretical approach started 15 years ago, but practical calcula-
tions employing accurate electronic structures for nanowires and molecular devices are only now emerging
[Ref. 223] and fundamental problems on quantum mechanical transport calculations still remain, parti-
cularly at the molecular level. Current transport simulations are self-consistent for the unperturbed atom-
ic and molecular constituent systems, but do not account for self-consistency under charge injection.
Furthermore, correlation effects in charge transport, that are critical for the charging of quantum dots and
for molecular systems, cannot be simulated as explicitly correlated methods remain beyond the computa-
tional reach for most systems of practical interest. 

Density functional methods for charge transport problems face difficulties in far-from-equilibrium appli-
cations where excited states must be treated accurately, whereas density functional methods are strictly
applicable only to ground state problems. Time dependent density functional theory for molecular systems
are actively investigated, but the prediction of molecular electronic states can be more than an electron volt
in error, an unacceptably high level for accurate molecular level prototyping. Alternatively quantum many-
body methods would be more accurate, but remain beyond today’s computational possibilities. Currently,
computational scientists investigate electron transport through zero-dimensional systems and compute
conductance of molecules with their real molecular orbital structure for a wide range of conditions, but
they face the problem of very few experimental data of electronic functionality at the molecular scale. As
device and circuit applications emerge, operating ranges will become better defined allowing researchers to
concentrate on building accurate and efficient models for specific transport mechanisms, without relying
on a fully ab initio description of a system.
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3.4.4. Major challenges and difficulties for molecular electronics 
Molecular electronics is behind other alternative concepts discussed in this document as none of the fol-
lowing issues have yet been demonstrated: 

• self-assembly of single devices at reasonable (or small) integration densities let alone integration with con-
ducting molecular wires; 

• appropriate yield of devices from chemical or biological reactions for fabricating or manufacturing of cir-
cuits; 

• high data bandwidths for interconnects; 

Only few molecular demonstrators exist yet that would be suitable as circuit components, but some novel
architectures discussed in chapter 5 are applicable to these molecular electronic systems.
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3.5. Spin Devices 
All spin-transport devices are based on the effect that the magnetic spin of electrons can be manipulated in
(opto-)electronic devices by magnetic fields or applied voltage. The domain of spin-transport devices is
commonly referred to as magnetoelectronics or spintronics. The spin-transport effects are most widely used
today in magnetic metallic devices such as read heads for Hard Disk Drives and in Magnetic Random
Access Memories (MRAM). These device structures comprise magnetic thin films, the magnetic orienta-
tion of which can be changed with applied magnetic fields. In case of non-volatile MRAM the orientation
will be preserved until the bit is switched again. Hence, a locally generated field performs the writing of a
magnetic bit, by currents in the vicinity of the magnetic structure. The reading principle of magnetic bits
is based on the discrimination between two distinct magnetic states in the device by measuring the (tun-
nel-)resistance in the device. In future generations semiconductor-based spin-injection components are
expected to play a significant role. The different device models will be discussed below. 

In principle, spin-transport devices could be used also as logic gates but so far such demonstrators [Ref. 44]
are in their infancy and it is not clear if they comply with all elements necessary for reliable information
processing. Hence, only memory applications will be discussed in the following.

3.5.1. Spin Valve Devices
In spin valves - a magnet / metal / magnet heterostructure - a difference in electrical resistance exists for
parallel or anti-parallel orientations of the magnetic layers. When one of the magnetic layers is free to move
its magnetisation orientation with the other one fixed, an externally applied field can bring the device in
parallel or anti-parallel magnetic state. When used as a memory device, the orientation of the free layer can
be switched but experiences hysteresis, hence remembers the orientation of the last applied field. 

A typical spin-valve consists of a thin film stack of several layers of which the functional part is a soft mag-
netic layer, that rotates easily at low fields, and a harder magnetic layer, that remains fixed up to high field
values. Both magnetic layers are spaced by a noble metal. The layers are 5 to 20 nm thick each. When a
voltage is applied, the electrons move randomly and are scattered many times across the interfaces of the
tri-layer. This scattering has generally no influence on the spin orientation, as the spin-flip length is larger
than the mean free path. The resulting electron flow can be understood if we consider the current for each
of two spin orientations and sum them up. 

Figure 16: Scheme of a Spin Valve

The concept of a spin valve transistor is represented in its simple three-layer structure. Additional
layers needed for the correct operation of the device are omitted for clarity. The current flows par-
allel to the layers for a voltage applied on the extremes. The large white arrows in the ferromag-
netic film indicate its overall magnetic orientation. The white and black lines represent the tra-
jectories of two electrons with opposed spins, (the electron spin orientations represented by small
white arrows) [Ref. 49]. 

First, assume that the magnetic moments of both ferromagnetic films are aligned and a voltage is applied
that makes the electrons move from left to right in Figure 16. A majority-spin electron in one ferromag-
netic layer is also majority in the other. An electron moving with the same spin orientation as the majori-
ty-spin, experiences a relatively low resistance to travel through the tri-layer. On the contrary, the minori-
ty spin electrons would be highly scattered at the interfaces and the bulk of the ferromagnetic layer, hence
feeling a high resistance. As by definition there are more majority spin electrons minority, there is a high
electron current.
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When the magnetic films have opposing magnetic moments, a majority electron in one magnetic film is at
the same time minority in the other film and the density of spin up and spin down electrons is the same.
Therefore, independently of its spin, a moving electron would always be subject to spin dependent scat-
tering in either one of the two magnetic layers. No preferred electron spin "channel" would be observed.
The increase in resistance when going from parallel to anti-parallel magnetic state can achieve up to 18 %
at room temperature and it is often referred to as the Giant Magnetoresistance effect (GMR).

In view of its operation principle this type of device is called a "spin valve" and it represents one possible
way to implement the elementary cell of a MRAM. 

3.5.2. Tunnel Junction Devices
In a tunnel junction (TJ), an insulating layer separates two ferromagnetic layers. An electronic current can
pass tunnel through the insulating barrier by applying a voltage. The tunnelling current, which flows per-
pendicular to the layers, depends on the relative orientation of the magnetisation of the two ferromagne-
tic layers. If the magnetic orientation of the two ferromagnetic layers is aligned, there is a high probability
that the electrons can tunnel, hence the resistance is low. On the contrary when the orientation of the two
ferromagnetic layers are anti-parallel, the resistance is high. The difference in resistance for parallel to anti-
parallel magnetic moments can exceed 49% at room temperature. The thickness and the materials choice
of the insulating layer controls the resistance of the device (which can be varied by several orders of mag-
nitude). By reducing the thickness of the tunnel-barrier to about 1 nanometer, the resistance of the mag-
netic TJ device can be on the order of 10 to 100 Ω-mm2, making it perfectly suitable for deep submicron
integration. Furthermore in TJ devices the current flows perpendicular to the layers, permitting a dense
arrangement of the memory cells. Much like the spin-valve the magnetic TJ can be exploited as a cell for
storing one bit placing the magnetic tunnel-barrier at the intersection of two orthogonal lines. A complete
MRAM can be set up as a two dimensional array, where the individual cells are at intersections of word
and bit-lines providing the necessary local magnetic fields [Ref. 49].

Figure 17: Scheme of a Tunnel Junction

In difference to a spin valve (Figure 17) the current flows perpendicular to the tunnel junction.
[Ref. 49].

3.5.3. Spin injection devices
While the above mentioned all-metal devices have found there way into IC-integration fabs, where they
are getting prepared for embedded memory applications, future generation of spintronic devices will rely
on the ability to manipulate carrier spins in a semiconductor. Recent progress in the area of spin-engi-
neering in semiconductor structures have given the confidence that spin-ensembles in semiconductors live
long enough and can be driven by voltages to migrate in a coherent fashion over microns distance, even
across hetero-interfaces. Also, polarised light emission has been demonstrated, generated by spin-polarised
currents [Ref. 86,114,115] 

A condition for most presently proposed semiconductor spin-transport devices is the possibility to inject
spin-polarised electrons from a contact into the semiconductor heterostructure. When the spin-injection
process is efficient, many different device concepts (including g-factor engineering) can be envisaged that
could lead to novel computing approaches (e.g. Quantum Computing).

The advantage would be to move away from all-metal spin valve devices towards an all-semiconductor
device that could reduce the entry barrier to incorporate spin electronics with traditional semiconductor
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technology. In addition such spin devices be could be combined with opto electronics on a single chip.
These type of spin devices do not yet exist, but the recent discovery that spin injection into two different
families of semiconductors is possible is a breakthrough. 

The first experiment was based upon BeMnZnSe, a II-VI compound semiconductor. This material is used
as a spin aligner to polarise the electrons before they are injected into GaAs. The GaAs device acts as a light
emitting diode and spin polarised electrons produce polarised light emission [Ref. 61]. From this emission
it can be deduced that the efficiency of the spin injection from the semi magnetic to the magnetic semi-
condutor is in the order of 90%, which would be high enough for industrial devices. The drawback is that
this spin aligner works at low temperature and needs a high magnetic field, and is not suitable for room
temperature applications.

The second approach uses GaMnAs, a III-V ferromagnetic compound semiconductor, as a spin aligner of
positively charged holes. The holes are injected from the GaMnAs, through a GaAs spacer, into a quantum
well structure that acts as light emitting device [Ref. 160]. An advantage in respect to the BeMnZnSe
approach is that GaMnAs systems can operate at higher temperature if the Mn could be increased.
Unfortunately, to date, polarisation measurements indicate a low spin injection efficiency of 2%. The ori-
gin of this low efficiency rate is unclear and may be caused by optical selection rules for heavy holes tran-
sitions. Other III-V based semiconductors such as GaMnN [Ref. 53] are predicted to be ferromagnetic at
room temperature but this prediction urgently needs experimental verification. A drawback is that these
compounds are p-type and the hole spin dephasing time is much smaller than that of electrons.

3.5.4. Performance 
The first generations of MRAM were based upon the anisotropic magneto resistance (AMR) and later
upon the giant magneto resistance (GMR) effect. They exploit the change in resistance of all metal me-
mory cells when their magnetisation states are modified. The resistance is in the order of 10 to 100 Ohms
depending on the material and the film thickness. The current flow is horizontal to the structure. For high
capacity memories suitable for computer storage a high resistance value is required in order to reduce the
read / write dissipation.

An advantage of MRAM based on magnetoresistive effects in metallic structures is that they undergo the
same scaling rules as Si-technology. New materials development, such as tunnel magnetoresistance, will
improve density, speed and power performance. Access time is determined by the Si-circuitry and is in the
order of 10 ns.

Current commercial MRAM have 200nm cells producing 8% output in resistance change with a clear
memory effect. For a future improvement of the memory circuit additional requirements have to be met
such as a better control of the interlayer thickness, thin insulation, a magnetic keeper structure and con-
ductor materials with higher allowed current densities (>107 A/cm2). Analysis shows that sense line width
less than 100 nm and array densities of 5x108 bits/cm2 are possible with GMR. The commercial near future
objective is to produce a GMR based memories with 4 Gbit/cm2 capacity. The process should be full
CMOS compatible to ensure lowest power, highest reliability and rapid insertion into existing markets. In
respect to an equivalent semiconductor memory (DRAM), MRAM needs only 2 to 3 metal interconnect
levels resulting in a lower cost factor. Moreover MRAM compact architecture permits to process feature
sizes that are 1 to 2 generations behind DRAM, so that an increase in memory density can be envisaged.
The current state of the art of MRAM is compared with other technologies in Table 14 and a forecast for
the year 2006 and 2012 is given in Table 15 and Table 16 respectively.

3.5.5. Challenges and Difficulties 
Present all metal MRAM concepts will be applicable below 100nm technology as the underlying magne-
tic effects can be treated as bulk-properties permitting to carry out logic functions using current materials.
Below this the technological challenges will be to control the magnetic switching behaviour and micro-
magnetism in the nano-scale structures. 

Magnetoelectronic devices have no inherent electronic gain and require a additional circuity for the wri-
ting / reading. The signal read out has therefore to be performed by reading the resistance of an impedance
matched device, such as in the case of tunnel junction devices or magnetically modulated devices or inclu-
ding a transimpedance systems, such as in spin-valve transistor or spin-injection devices. This disadvantage
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against conventional semiconductor technology is compensated by the fact that MRAM circuits have a
simple design, basically creating a memory array by crossing to metallic conductors. There is no need to
include a single transistor in the memory node, allowing for back-end processing and buried electronics.
The memory density is therefore only limited by metal-distance, i.e. the conventional DRAM lines width
rules. When a transistor is part of the magneto-electronic memory-cell, area density can be sacrificed in
favour of a larger fan-out or functionality. Multi-value MRAM storage nodes have hardly been addressed,
but should be feasible when multiple magnetic states are stable in a multilayer of magnetic material.

Besides the all-metallic MRAMs, the integration of magnetic nano-structures and semiconductors in novel
device structures and the exploitation of minority-majority spin effects offers new perspectives on magne-
to-electronics. These include the control of spin-polarised current in components using magnetic field,
electric field, or light modulation. 

The main difficulties related to spin devices are summarised as follows: 

• Tunnel Junction Devices: In order to have optimum resistances (of about 50 Ohm) future high density
tunnel junction MRAM will require thin tunnel junctions of the order of a nanometer. The spread of the
junctions must be at Angstrom-level for achieving the uniformity needed for high density. This requires a
high precision in manufacturing. 

• Tunnel Junction Devices: The current bottleneck for reducing the MRAM cell size is limited by the semi-
conducting diode / transistor that avoids the shortcuts in the array (blocking diode). For large-scale inte-
gration, either the size of the blocking diode must be reduced or alternatively the spin device itself must
perform the blocking function.

• Spin injection devices: Although spin injection into a semiconductor has been demonstrated, it is still to
be proven that the materials and the concept are suitable for room temperature operation and large scale
integration



42

Technolog y  Roadmap for  Nanoe lec t ronic s

3.6. Wave interference devices: Electronic Waveguiding and Quantum
Interference Devices 
Semiconductor heterostructures may define quantum wells for electrons giving sharp energy states for the
electrons in the directions perpendicular to the heterostructure interfaces. It is possible to fabricate chan-
nels for electrons with only one (or a few) eigenenergies (or modes) below the Fermi energy in two of the
3 possible directions. Such a structure forms a 1-dimensional waveguide similar to a RF waveguide or a sin-
gle-moded optical fibre. It is a natural question to ask, to what extent the well-known devices used for
manipulating RF radiation or light signals can be rediscovered and employed for electrons in electronic
waveguide devices. Indeed, it turns out that such an analogy is very useful and has given inspiration to
many beautiful and potentially useful electronic devices fabricated by nanotechnologies to match the short
(~ 40 nanometer (nm)) electron wavelength normally encountered. 

Electronic waves have a cut-off in electron energy below which no electronic wave can propagate; above
this energy a single-mode 1-dimensional (1D) electronic system is observed until a characteristic energy is
reached, above which two transverse modes can propagate. The transmission through such an electronic
waveguide gives rise to a fundamental DC electrical resistance of h/2e2=12.9 kOhm per mode [Ref.
219,227]. The macroscopic leads normally contain many modes. The quantum resistance is due to the
transition between this many-mode system to the 1D electronic channel in question. Again this is qualita-
tively analogous to the matching of free space electromagnetic waves being guided into a square RF wave-
guide by a so-called microwave horn. 

The devices are based on the wave properties of the electrons by controlling the constructive or destructive
interference of two or more partial waves. For nanoscale devices these effects are generally much more sen-
sitive to external electric field variation than the traditional field effect presently used in most electronics.
The examples given below illustrate this. A particular bonus of such devices is the possible switching beha-
viour connected with the inherent discreteness of the energy spectrum [Ref. 168]. The difficulty in imple-
menting such interference devices in commercial instruments is that these devices generally still are only
functioning at very low temperatures (below say 30 K). In order to make the devices useful at room tem-
perature requires another leap down in the nanoscale to well below the 10 nm scale. 

1-D devices may have electrostatic switching properties also at room temperature. These properties are
observed in so-called Y-Branch devices, and are not directly connected to the wave nature of electrons. This
opens up new switching properties, though similar to the traditional field effect devices, they may turn out
to be much more sensitive due to its bistable nature [Ref. 232,234].

3.6.1. The basics of Coherent Switching and Interference
An electronic confinement such as in quantum well structures leads to a set of eigenenergies that can be
calculated from the Schrödinger equation. The population of the electron energy states (following the Pauli
principle) has to be taken into account, which adds extra charge to the quantum well which alters the
potential energy due to capacitance or electron-electron interaction effects. The calculation of eigenener-
gies therefore involves a simultaneous and self-consistent solution of the Poisson equation and the
Schrödinger equation. The density of electrons and hence the confinement is changed by an external gate
and it is necessary to solve the new state self-consistently. In a case where for instance the electrical resis-
tance comes out as a delicate balance between two values as for instance at a branching point, biasing a gate
in the vicinity lead to large changes in the circuit resistance. Such a switching device does not rely on a
capacitance and the switching may be potentially achieved without a transient current. Electronic wave-
guides may therefore be utilised in much the same way as microwaves in a waveguide. 

Some preliminary waveguide devices do already exist. Examples are standing electron wave patterns in
quantum dots (cavities) or splitting electron waves and letting them subsequently interfere with each other
(directional couplers). A classic example is an electronic ring structure, which is similar to a two-slit inter-
ference device for electromagnetic radiation. This electronic system exhibits a change of the phase of the
electronic wavefunction by tuning an external magnetic field. With this device the Aharonov-Bohm effect
[Ref. 2] can be shown, where the phase of the electronic wavefunction is influenced by changing its
momentum or by introducing a vector potential (magnetic field). The measurement is performed by mea-
suring the resistance of a ring shaped waveguide as a function of an external magnetic field. Each time the
magnetic flux that penetrates the ring changes by a flux quantum h/e, a phase change of 2� is introduced
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and the ring reverts to its starting phase. Strong Aharonov-Bohm effects have been observed, with 10%
variation in the resistance observed. A gate that influences the two branches of the ring differently may also
change the interference through the ring, resembling the optical Mach-Zehnder interferometer. Related
phenomena are observed in so called stub tuner structures, where effectively the length of a reflecting arm
is modulated, causing interference via the reflected electron wave [Ref. 173].

3.6.2. Technology and Critical Dimensions
Low dimensional electron gases can be produced in semiconductors heterostructures based on combina-
tions of compounds like GaAlAs/GaAs, GaInAs/InP or Si/SiO2. Modulation doping or remote gates give
typical electron densities in such layers of 2D electrons corresponding to wavelength at the Fermi energy
between 10 and 100 nm. Using nm-lithography in the lateral plane of these electrons create channels for
the electrons where there is only one electronic state in two perpendicular directions, leaving the possibi-
lity of an extended wave only in one direction. The Fermi energy and the separation between the eigene-
nergy states perpendicular to the channel is typical 1-10 meV and restricts the operation temperature to
below 5 and 50 K, respectively, in order that the Fermi energy and the subband separations are larger than
the thermal energy [Ref. 122]. The exact requirements strongly depend on the effective mass of the mate-
rial in the waveguide and the conduction band offset between the waveguide and the barrier material.
Hence, the technology for obtaining quantised transport in a Si-based structure at a certain temperature is
much more demanding than that for GaInAs/InP with its much smaller electron mass [Ref. 3]. One
approach is hence to aim for designed waveguide/barrier materials combinations, where for instance
InAs/AlSb has attractive possibilities with the very small effective mass of InAs (m*=0.03me) and the large
conduction band off-set (around 1 eV) between InAs and AlSb. The electronic waveguides must also be
smooth, not to have excessive scattering which will cause a complicated and unpredictable standing wave pat-
tern.

3.6.3. Quantum Point Contacts and electronic waveguides
This section introduces the quantum point contacts (QPCs) and electron waveguides as the general buil-
ding blocks for the waveguide devices. In the remaining parts of this section on waveguide devices we
describe a set of different devices which contain different combinations of these building blocks, together
having different functional properties. The fact that electrons are Fermi particles leads to a characteristic
dissipationless conductance through one-dimensional channels, where coupling to a higher dimensional
background regions leads to a characteristic "contact" resistances of h/2e2=12.9 kOhm. The conductance
quantisation is sharp for short pieces of electronic waveguides, also called normally termed quantum point
contacts. This quantisation is a clear sign of electronic waveguiding that can be observed in channels up to
lengths of about 10 �m [Ref. 233]. This length sets the limit for the extension of coherent electronic wave-
guide, but there is no reason to believe that this is an intrinsic limit. 

The quantized resistance is in general a nuisance for the practical applications, particularly because the free
space impedance is 377 Ohm and typical strip line or coplanar waveguide have characteristic impedance
below this value. For an interference effect with an electronic waveguide at high (microwave) frequencies
without extensive loss, a built-in amplifier or a switch with a negative differential conductance, such as
found in resonant tunnel diodes, is required. 

Two 1D electron systems may couple to each other in several ways where the broad band transmission
through the waveguides is narrowed down by coupling via two coupling contacts along the 1D channels
forming an artificial atom (quantum dot) with a discrete energy spectrum. This is similar to the coupling
via a cavity in traditional microwave techniques. The resonant coupling at a 1D-0D-1D electron system
has shown to exhibit negative differential conductance [Ref. 195]. Although the peak-to-valley ratio is low,
it this may be the basis for making resonant tunnelling transistors for future circuits. Therefore, Texas
Instruments is also investigating the possibility to produce resonant tunnelling transistors operating with a
planar lay-out [Ref. 30,181].

3.6.4. Double electron waveguide devices
A finely tuned pair of parallel electron waveguides has been proposed for analogue to digital (A/D) con-
version. The device consists of two electron waveguides in parallel configuration and is called a Double
Electron Waveguide (DEW). The operational concept of this device is based on the phenomenon of 

Technolog y  Roadmap for  Nanoe lec t ronic s



44

Technolog y  Roadmap for  Nanoe lec t ronic s

ballistic transport in electron waveguides that results in a staircase conductance G(Vg) of the waveguide as
function of a gate voltage (Vg) that changes its width. In a DEW, the G(Vg)s of the two waveguides are
appropriately shifted to obtain a regular, square-wave output conductance of the device [Ref. 50] as func-
tion of a gate voltage. Such an output can conceivably be used in a parallel architecture to generate a direct,
binary A/D conversion, requiring only N DEW devices for N-bit conversion. Since transport is ballistic,
power consumption of a DEW is very small, of the order of a Ws. Also, since the dielectric response time
is very small, the intrinsic response speed or frequency response of a DEW could be very high (1 ps). The
operating speed will obviously depend on the RC time constant of the device gate circuit. The expectation
is that the DEW device concept will lead to potential applications in high-speed (10 GS/s), very low-power
(1 W) and A/D conversion with high resolution (5 bits).

3.6.5. The 3-terminal (Y-Branch) switching devices
"Artificial" atoms can be made by electrostatic confinement of a 2D electron gas in the two lateral direc-
tions. To produce a 3-terminal device, such an "atom" must be coupled to some leads in a waveguide struc-
ture. The simplest 3-terminal concept is a confined region with three electronic waveguides leading into
one middle region. Due to it form it is generally called an Y-branch device. Fig. 18 shows a SEM picture
of such a device. The very open structure at the Y-junction permits no Coulomb blockade. The extended
states in the Y-junction are strongly modified and the transmission from source (see fig. 18) to either left
or right drain is a delicate balance, which depends on the full self-consistent solution in this region. A slight
change of geometry where a bias on the left or right gate may very quickly switch the two drains between
high (2e2/h) and low conductance. This switch is a result of an amplified effect of changing the confine-
ment; i.e. a small rearrangement of charge on the gate capacitance has due to the wave-mechanics a big
influence on the transmission in one or both source-drain channels [Ref. 168]. The limitation of this device
is its intrinsic low working temperature, which is needs that the subband and Fermi energies are larger than
the thermal energies, i.e. below 50 K.

For such a Y-branch device, the mean free path length for ballistic coupling is in the order of 100-200 nm
at room temperature. Y-branch devices fulfilling this criterion can be produced so that QPC coupling
between the source-left drain and source - right drain can be observed. The fact that the stem copies the
most negative of the voltages applied to the two other electrodes makes it a candidate for rectification up
to the THz regime [Ref. 233]. Furthermore, it has been shown [Ref. 234] that such Y-branch devices pro-
vide properties suitable for logical circuits. Strictly speaking, this is, however, neither an interference device
nor a waveguide device, since the thermal energy is larger than the typical Fermi or subband energies in the
Y-junction.

Figure 18: Y-branch Switch

Scanning electron microscope (SEM) picture of a heterostructure defined Y-branch switch. The
etched ridges support a 1D electronic waveguide, which carries currents from the upper source
region to either of the two lower drain regions. The left or the right gate voltages give rise to an
abrupt switching in resistance between the source and the left (or right) drain. The switching is
governed by large waveguiding changes at the Y branch point and only indirectly due to charg-
ing effects. [Ref. 233]
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3.6.6. Major challenges and difficulties for electron interference and
switching devices
A. Fabrication tolerances and temperature limits

Quantum mechanical interference driven by a gate voltage or a magnetic field requires that the states that
are responsible for the interference have a coherence length that is longer than the region over which the
coherence occurs. In order to have a simple type of interference the geometry must be simple with a small
number of unintended electron scattering points in the sample. 

The interference effect will be destroyed once the thermal energy becomes comparable to the lowest ener-
gy differences in the system causing the interference. In an ideal 1D-system it is the subband energy dif-
ference that sets the limit. For a 1D waveguide with a confinement corresponding to a subband separation
energy of 1-10 meV, the maximum temperature will then be 5-50 K. To reach room temperature the device
sizes must be smaller than 10 nm [Ref. 122]. 

B. High frequency limitations

The interest in coherence phenomena and switching is particularly pointing towards high frequency usage
up to THz. The existence of a minimum resistance of 1D devices, given by the resistance quantisation value
h/2e2=12.9 kOhm is however an intrinsic problem. This resistance will always appear in series with the
modulated value. The strong impedance mismatch between 12.9 kOhm and the typical transmission line
impedance of 50-400 Ohm will lead to a considerable loss of signal unless special measures are taken to
match impedances. The obvious way is to work with waveguide devices with a built-in amplification
(switching devices) or by having an amplifier (HEMT) closely integrated in the designed waveguide circuit
limiting the frequency response to about 0.1 THz. The impedance problem will be a major challenge for
any nm circuit that may become relevant for high frequencies in the future.

C. Periodic versus on-off devices

The interference phenomena discussed above comes about as a quantum mechanical phase shift between
two partial waves giving a periodic, often sinusoidal, variation of the conductance with the externally
applied magnetic or electrical fields. The periodic response leads to the same conductance for several dif-
ferent external field values; this is generally not desired and preferentially there should be a one to one cor-
respondence between input and output. Most application will require a digital signal handling and the
switching devices mentioned above may therefore be most suitable.

Technolog y  Roadmap for  Nanoe lec t ronic s



46

Technolog y  Roadmap for  Nanoe lec t ronic s

4. Nanofabrication 
As discussed in section 2 on MOSFETs, optical lithography has been a key element in the success of
CMOS technology. Year upon year the required performance on critical feature sizes has been achieved
using smaller wavelengths. In addition using top surface imaging, silylation of resists, sophisticated mask
technology including phase-shift masks and optical proximity corrections, has pushed the physical limits
further down. It is believed that optical lithography might be used for the 100 nm technology node. This
implies more complex masks and processes and costs for this type of sophisticated equipment are very high.
“Next Generation Lithography’’ options are currently being investigated and include extreme ultraviolet
(EUV), X-ray, projection electron-beam and projection ion-beam lithographies. 

There are a number of ways to create small structures. Many technologies are based on replica generation
employing some kind of mask, similar to conventional optical lithography, but a number of novel tech-
nologies leave out the mask as an intermediate step. ITRS specifies that the minimum feature sizes for
CMOS technology is rapidly moving to the nanoscale regime (see Table 1). In particular the 100 nm tech-
nology will be introduced in the year 2005, 70 nm in 2008, 50 nm in 2011 and 35 nm in 2014.
Investigation is under way to have appropriate equipment for the corresponding timeframe. 

Industrially applicable nanofabrication techniques must comply with the driving requirement to produce
millions or billions of small structures in a quick, reliable and cost-effective way. In addition, suitable tech-
niques must be able to connect these structures in a predefined manner. For this reason, parallel techniques,
such as conventional optical lithography employing mask alignment and pattern transfer seem to be the
only economically viable way towards highly integrated circuits. Serial techniques, such as scanning probe
techniques or single electron beam lithography, may be employed for fabricating masks or single compo-
nents, but do not offer adequate throughput for large-scale integrated circuits.

Table 7: Maturity of Lithography Options

For each exposure tool, the table indicates the time when it is expected to be an industrially
acceptable option.
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Table 8: Practical and Ultimate Resolution Limits for Lithography

First, a brief review on optical and “next generation” lithography methods currently investigated for CMOS
technology will be presented. The pros and cons are widely discussed in industrial forums and a time sche-
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dule when the maturity level for industrial application is achieved is given in Table 7. If they will be sui-
table for nanofabrication does not depend upon their throughput, but solely upon the resolution limits.
The resolution limit for exposure tools is summarised in Table 8, making a clear distinction between the
underlying physical limits and those due to practical and production considerations. Then an emerging
alternative for nanofabrication will be presented, that will be hopefully ripe for future device generations.
Generally speaking, these can be divided into top-down methods, where small structures are fabricated by
deposition followed by lithographic patterning and etching, and bottom-up methods where fabrication
starts at the basic molecular or single device level and assembles circuits by pulling devices together. 

4.1. Lithography for CMOS technology 
Table 7 lists potential lithography solutions to be used in the next decade for CMOS technology.

4.1.1. Optical lithography 
Currently optical lithography is the dominant exposure tool. Using projection optics, the resolution varies
as (k1λ)/(NA) where k1 is an empirical process parameter, λ the source wavelength and NA the numeri-
cal aperture of the optical system. The depth of focus varies as (k2λ)/(NA)2 . The decrease of the critical
dimension is based on using light with a shorter wavelength, successively using mercury G-line (436 nm),
mercury I-line (365 nm), followed by excimer lasers, in particular KrF (248 nm) for the 180 nm genera-
tion, ArF for 197 nm and F2 for 157 nm. 

Development efforts are focused towards optical materials that allow aberration free lenses with large va-
lues of NA in addition to resolution enhancement techniques to yield smaller values of k1 and k2. They
include off-axis illumination, attenuated and alternating phase-shifting masks, optical proximity corre-
ctions, and top surface imaging techniques. The use of optical proximity correction (OPC) and phase-shif-
ting in mask technology requires structures with lateral dimensions four times smaller than the critical
dimension. The drawback is a worse mask definition and a reduced focus depth, which requires a thick-
ness control and reduces manufacturing process window. It appears physically feasible to achive optical
lithography with sub 100 nm resolution. Many technological hurdles such as the mask fabrication and its
repair, the availability of sensitive high resolution resists or overlay problems remain to be solved. 

4.1.2. Extreme Ultraviolet lithography 
Extreme Ultra Violet (EUV) lithography or soft-X-ray lithography is the natural successor of convention-
al optical lithography on its way towards smaller wavelengths [Ref. 81]. Major differences are the need for
reflection optics and masks at wavelengths in the range 10 to 15 nm, using multilayer mirrors. 100 nm
line-and-space and 70 nm isolated lines have already been demonstrated. EUV lithography is supposed to
be introduced, if mature for production, at 90 nm. The method is attractive for CMOS as it holds the
promise to be extended down to 40 nm, but has a long way to go before being introduced into produc-
tion.

The EUV source must offer high power, with synchrotron radiation and plasma laser sources as possible
alternatives. On the one hand synchrotron radiation is a mature technology and provides the necessary
technical solutions, but it is not popular in industrial environments, as semiconductor fabs have to be built
around expensive synchroton facilities. On the other hand laser plasma sources providing high power with-
out debris would be a cheaper solution but they are not mature yet. Any EUV exposure tool involves mul-
tilayer collectors and mirrors. Providing the reduction factor and the specifications for these optics is very
tough. In particular, the surface and interface roughness of the mirrors and collectors has to be better than
0.25 nm. In addition the multilayers must be stressless and robust to thermal effects. In compensation, the
very low value of the numerical aperture of the EUV system allows for better depth of field than in con-
ventional optical lithography. Mini-steppers have been realised.

Similar to the mirrors, the mask also must be reflective. Generally it is produced by depositing a metal   on
a multilayer (typically Mo/Si) and subsequent patterning. A posteriori repairing of the multilayer is not fea-
sible, and a careful control of defects during growth is therefore essential.

4.1.3. X-ray proximity lithography 
X-ray proximity lithography [Ref. 197], using a typical wavelength of 1 nm, represents the last step in the
decrease of photon wavelength for nanolithography purposes. It has been intensively developed by acade-
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mia and industry during the past 18 years, and is nearly ready for use. In the absence of appropriate X-ray
optics, it is based on a direct 1:1 wafer imaging behind a mask. In order to offer sufficient throughput, the
X-ray source is either synchrotron radiation or a plasma laser source. The former is commercially available
and has a very low downtime per year, while the latter is under development. Commercial steppers are
available, even if they need further improvements for future generations. The mask technology has made
good progress: an X-ray mask consists of relatively thick (a few hundred nm) high atomic number mate-
rial structure, on a large area 1000 nm thick SiC membrane. Stress control of these masks, essential for pat-
tern placement accuracy, is not a problem. Zero defect masks have been demonstrated. Additional advan-
tages of X-ray lithography are the easy single layer resist process and high reproducibility. A number of
integrated circuits or device demonstrations have been produced with dimensions not yet reached by com-
peting methods. 

The largest disadvantage are the huge costs. Further drawbacks are the lack of an electron-beam pattern
generator with a suitable throughput for writing the 1:1 mask, the stability of the masks after the high
number of irradiations required to make the method cost-competitive, and a full demonstration of
extendibility to 70 nm ground rules. 

4.1.4. E-beam projection lithography and Scalpel
Electron beam lithography (e-beam) makes use of the fact that electrons can be deflected and modulated
by electrostatic or magnetic fields to produce an image. The fundamental resolution limit is given by the
Heisenberg uncertainty (∆x ∆p ≥h/2π) offering the possibility to achieve patterning below 10 nm (for elec-
trons in the eV to keV region the resolution can be expressed by the following expression: 
∆x 1/E1/2 , being E in eV and x in nm). There are two ways to perform e- beam lithography, either by scan-
ning the beam to generate patterns or to perform electron imaging through masks. 

Current e-beam lithography systems are mainly serial technologies, which are limited by the scanning speed
of the e-beam in the pattern generation. The throughput may be increased by a matrix of parallel e-beams.
This increases the complexity of the system and puts high requirements for the individual beams in terms
of brightness, energy spread and beam opening, as well as on the optics of the lenses. For example, new
sources must be developed that allow array emission. On one side, Spindt type field effect arrays offer the
possibility in the low voltage regime (less than 250 eV at currents smaller that 500 A), but the current fluc-
tuations from the tips cause constantly changing field emissions that can not be tolerated. On the other
side, micro-fabricated Si tips offer good control of the tip location and would provide the possibility of an
active matrix, but the surface state of the emission area is difficult to control having effects on the field
emission uniformity. An additional approach is to use carbon surfaces (diamond like carbon or nanotubes)
for electron emission. Ideally, any appropriate source must be robust and able to operate at hard environ-
ment conditions, i.e. insensitive to the degassing from non-clean wafers and intrinsic to the fabrication
process (resin deposition, chemical bath treatments), a good brightness, a low energy spread and operates
at a low energy. 

High energy electrons have the effect to damage samples and to destroy the gate structures by the dissipa-
tion of the build up charges. One of way to circumvent this problem is to use low energy electrons that
have a low penetration depth. In particular e-beams with an energy below 300 eV (mean free path < 1nm)
are supposed not to charge the sample nor to contaminate the surface.

To achieve arrayed focused e-beams two main ways are currently investigated: microcolumns and micro-
guns. A microcolumn consists of a non-planar technology construction of about 4 mm in height inclu-
ding a Schottky tip as e-source, a filter and a set of microfabricated lenses and detectors. In the alternative
microgun concept, the electrodes, the deflectors and the detectors are micro-fabricated planar on a Si wafer. 

For the microcolumn (V= 1kV) approach, Chang (Etec 1999) estimates the required performance of the
system for a 100 nm lithography with a pixel spacing of 50 nm in the following way: For a throughput of
10 wafers (300 mm) per hour, the system requires 50 columns operating at 30 nA per column or alterna-
tively 200 columns at 0.8 nA per column. If the throughput should be increased to 25 wafers / hour the
all numbers would scale with the factor 2.5 and so on. In view that the limiting factor is to offer high expo-
sure per area, the tendency in both techniques, microcolumns and microguns, is to increase the number of
array elements while keeping a high current per beam. In particular, there are to major bottlenecks. First,
to produce a stable and reliable sources which work at low energy, high coherence, etc and that are reliable
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to work in an array structure under fabrication environment. Second to develop a microfabrication tech-
nology to produce lenses, detectors in a precise and economically effective way. 

Current research efforts are aimed to optimise array e-beam projection systems that would be applicable
below 100 nm lithography. Measurements with single electron beam at low energy (< 300 eV) indicate that
resolutions of 30 nm are feasible with a single spot. In the long term, a resolution in the order of 40-50
nm could be the practical limit of an array system with an industrially adequate throughput. 

The scattering with angular limitation projection electron-beam lithography (SCALPEL) approach com-
bines the high resolution and wide process latitude inherent in electron beam lithography with the
throughput of a parallel projection system [Ref. 91]. In the SCALPEL system, a mask consisting of a low
atomic number membrane and a high atomic number pattern layer are uniformly illuminated with high-
energy electrons (100 keV). The entire mask structure is essentially transparent to the electron beam, so
very little of the beam energy is deposited in it. The portions of the beam, which pass through the high
atomic number pattern layer, are scattered through angles of a few milliradians. An aperture in the back
focal plane of the electron projection imaging lenses stops the scattered electrons and produces a high con-
trast image in the plane of the semiconductor wafer. 

In contrast to other approaches to electron or ion beam projection where stencil masks are used, the mask
for SCALPEL consists of a continuous layer. This way even doughnut like structures, which are unavai-
lable in stencil masks, can be realised. The thin membrane (Si3N4 ) is supported by a grid of struts, that
stabilise the membrane and at the same time serve as heat sinks, minimising thermal stress during expo-
sure. The lithography is a 4:1 projection. So the mask structures for a 100 nm process are in the 400 nm
range, which allows a fabrication by standard tools for optical lithography masks. Down to 100 nm feature
size no proximity correction is necessary, so the mask design is an easy 4:1 copy process from the features
to be produced. 

As a `die at once’ exposure requires strutless masks and large field electron projection, with extensive and
expensive correction systems, the SCALPEL approach uses a step and scan strategy. Between the struts of
the mask the pattern is present in stripes. The electron beam shape is a square of 1x1 mm2. The pattern
stripes are mechanically scanned through the beam and the wafer stage moves synchronously. Errors are
detected by an interferometer and fed into a stitching deflector which can correct them at nanometer size.
The trade off between high throughput and slow mechanics leads to an additional electronic scanning of
the beam on mask, allowing for an effective size of 3 mm2 for the projected field on the wafer (0.25x0.25
mm2 without scanning). 

Several series of marks are used for wafer alignment, die alignment and stitching alignment, allowing for a
high overlay accuracy. 

One limitation is the throughput, which strongly depends on the beam current and the resist sensitivity. A
sensitivity of 10 µC/cm2 allows for a throughput of 1.5 x 8-wafers per µA beam current. The interaction
of the electrons inside the beam lead to an intrinsic blur, proportional to I2/3 and limits the resolution to
about 35 nm at 10 µA. Improvements can be made by increasing the resist sensitivity. The latter includes
an improvement of the stage performance, as the movement of mask and wafer may then be a limiting fac-
tor. The resolution is mainly affected by the blur in the beam and projection errors. The sensitivity to dose
variation and the depth of focus (mask deformation) is much lower than optical lithography. At present
SCALPEL can be expected to deliver accurate lithography results down to less than 100 nm with good line-
width at a reasonable throughput if the necessary beam current can be managed and the resist sensitivity
can be further reduced. 

4.1.5. Ion beam projection 
Focused electron beams and focused ion beams have been used to write dimensions into resist well below
20 nm, but because of the serial writing process these techniques are far too slow for high volume produc-
tion purposes. 

Projection systems [Ref. 141], employing a mask and performing parallel printing of whole images, com-
bine both high resolution and high throughput. Ions are particularly well suited for this because they suf-
fer little or no scattering in a resist (small proximity effect) and the resist sensitivity is high because the
range of light ions (H+ ; He++ ) in the resist in the 50 - 100 keV energy domain is typically in the same order
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of magnitude as the resist thickness. For chemically amplified standard deep-UV resists which are also use-
ful for ion exposure the resist sensitivity is 1012 to 1013 ions/cm2 (0.16 - 1.6 µC /cm2 ), which allows for
exposure times of below 1 second in a 10 - 100 mm2 field. 

So far with an ion projection lithography (IPL) system 50 nm wide lines have been produced in relatively
thick (300 nm) resists at a reduction rate of 8.7 from mask to wafer [Ref. 34]. With thinner resists resolu-
tion below 20 nm is expected. 

Ions can also be used for resistless processes where ions directly modify the surface of a substrate. Interesting
applications are the production of magnetic nanoislands or of quantum dot arrays by damage writing. The
ion projection technique will enable the necessary printing speed. 

For a comparison of writing speed between e-beam and ion exposure it has to be considered that ions of
adequate energy 50-100 keV deposit their energy completely in the resist layer while electrons of 100 keV
penetrate deeply into the substrate. This leads to quite different resist sensitivities (= dose to clear large areas
in µC/cm2). Table 9 gives the sensitivity per type of lithography. 

Table 9: Sensitivity perType of Lithography

Energy that is transferred onto the wafer is calculated by the dose to clear large areas times the
acceleration voltages of the particles.

Note that for an accurate estimation of the throughout numbers, besides sensitivity, other critical factors,
such as Coulomb interaction in dense particle beams, have to be taken into account.

4.2. Emerging nanofabrication methods 
4.2.1.Electron Beam Nanolithography
Electron-beam lithography is the essential basis of nanostructure fabrication at present. Gaussian beam pat-
tern generators or scanning electron microscopes are used with high-energy electrons (100 to 200 keV) and
a small electron probe size (1 to 10 nm). Using high resolution and low sensitivity PMMA resist, dimen-
sions down to 30 nm are routinely produced in many research laboratories with high reproducibility.
Resolutions down to 7 nm have been demonstrated. Smaller dimensions have been shown in inorganic
resists, but no adaptable transfer method has made them usable. Progress has been made for reproducibi-
lity at the nanometer scale: NTT has presented a SET operating at room temperature whose structure has
been produced by e-beam lithography. The Si Island is 10 nm thick and the Si tunnel barriers 1 nm [Ref.
124]. Room temperature SETs using Si point contacts fabricated on a SIMOX substrate can be fabricated
with an electron beam using an anisotropic soft stopping technique that defines the point contact width
[Ref. 102]. 
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Table 10: Resolution and Sensitivity for E-beam Lithography

The biggest disadvantage of all this technology is the large writing time, causing a low throughput that
makes electron beam lithography prohibitively expensive for the mass production of integrated circuits. 

Current research is focused on this problem, with the following approaches: 

• parallel exposure, and the SCALPEL method described above, is a promising approach, getting closer to
a realistic throughput, but its resolution capability is not yet known. 

• very low energy e-beam writing: due to the increase of resist sensitivity, the throughput can be increased
by a number of orders of magnitude. The low energy electron-beam writing has not yet demonstrated
resolution below 50 nm. 

• parallel writing using arrays of microfabricated microcolumns. 
• more sensitive resists, such as chemically amplified resists, for which the effort concerns process window

and resolution limits, and in the optimisation of the electron beam process and the development of more
sensitive resists. 

The present resolution, sensitivity, and applications of electron beam nanolithography are summarised in
Table 10 

4.2.2. Scanning Probe Methods
There is a steady progress developing Si-based devices using scanning probe methods. Resolution seems not
to be a major concern, but for any application in fabrication, throughput becomes an important issue.
Efforts in employing large arrays of scanning probes are certainly promising, with arrays of up 50 SPMs
having been fabricated [Ref. 146], but it remains to be seen if SPM can ever intrinsically surpass parallel
lithographic methods. 

4.2.3.Printing
There are two main strands to nanometer-scale printing. The first one relies on the moulding of a thin
polymer layer by a stamp under controlled temperature and pressure and will be referred to as imprinting
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(also called hot embossing or nanoimprint). The second one is based on the transfer of a monolayer of self-
assembled molecules from an elastomeric stamp to a substrate and will be referred to as inking. Both tech-
niques obey to the need to develop a competitive parallel process, in terms of reliability, throughput and
costs. In the following the basic principles, bottlenecks and prospects of imprint and inking will be dis-
cussed and compared. Variations of these main strands as well as the status of combined nanofabrication
methods will be discussed.

4.2.3.1. Imprint
Figure 19 shows the scheme of the imprint process. After preparation of the stamp by, for example, opti-
cal lithography and or electron beam lithography and dry etching, and the substrate, an appropriate poly-
mer-coated substrate, both stamp and substrate are placed on parallel stages. The stages are heated up to
the printing temperature, which is above the glass temperature of the polymer to be moulded, until ther-
mal equilibrium is reached. Stamp and substrate are brought into physical contact and pressure is applied,
followed by a down-cooling. The heating time and pressure hold time last typically a few minutes each.
Demounting and separation of the stamp and substrate takes place when both are at about 50 C. After
removal, the resulting polymer relief (thickness contrast) can be used as: (a) a mask for dry etching if the
imprinted polymer is resistant enough, (b) a step in a lift off process and (c) assuming the printed polymer
has a functionality (conductivity, optical non-linearity, etc) as a device itself.

Figure 19: The Imprint Process

There are several key issues that have to be considered if imprint lithography will make it as a competitive
technology. The major two critical issues are alignment and throughput:

A proper alignment is a must for multilevel processes as required in nanoelectronics industry. In first
approximation, the alignment depends on the stamp size, the thermal and mechanical stability of the poly-
mer during alignment and the choice of stamp and substrate material. Imprint lithography must offer a
solution for x-y in-plane alignment suitable at least for VLSI application, i.e. better than 10 nm. For
imprint technology, where the stamp is the functional equivalent to the photo-mask in conventional pro-
jection lithography, a stepper can be used for the manufacturing process [Ref. 82]. Using an in-house deve-
loped printing machine with a commercially available aligner and matching the thermal expansion coeffi-
cients of stamp and substrate, alignment to just under 1 µm over a 4” wafer has been demonstrated printing
gratings with 100 nm features [Ref. 241]. The alignment is given by the limits of commercially available
steppers that is in the order of 1 µm. Alternative optical alignment techniques would also be limited to
about 1 µm. Recent investigation look for an alignment systems suitable for printing with UV-curing, com-
bining an adaptive wafer (substrate) holder with optical detection of diffraction fringes [Ref. 228]. A much
better alignment would be achieved with piezo-driven techniques, but this option is applicable only for
small stamps not bigger than a few mm. It is estimated that, counter balancing thermal and bending effects,
piezo-driven approaches could provide an alignment of about 30 nm over 50 mm. 
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The second key aspect is throughput. A definition of throughput as understood in optical lithography is
missing. An analogue approximation would consider the actual printing or inking time, (ranking from a
few seconds to a few minutes), the alignment time (some 10s of minutes), the time required for stamp
cleaning and replacing and, if needed, the coating with an anti-sticking layer after a number of prints. For
example, to print a 6” wafer (182 cm2) with a pattern of 50 nm requires about 20 minutes including align-
ment and heating and cooling cycles [Ref. 95], resulting at an “exposure rate” of 0.152 cm2/s (Fig 21). In
order to increase the throughput the following measures could be taken:

• Increase stamp size. The stamp size defines the area that can be printed each time. Ideally the stamp would
have a size compatible with standard production and process handling. A potential problem is the pa-
rallelity of the wafer given thermal gradients in printing, but a suitably designed printing machine may
overcome this hurdle. At present, 6” wafers having representative areas with feature sizes down to 50 nm,
separated by several 100s of nm from the next feature have been printed with a compact disc-like pro-
duction setting [Ref. 95]. An alternative step and flash imprint lithography [Ref. 194] has been tested
with 2” diameter stamps and a test-bed machine for 8”diameter wafers is under construction.

• High density of features in a single stamp. Some applications require high density features and the prin-
ting is limited by the flow of the displaced polymer. Precise design rules for negative and positive features
permitting to design large and small features for a stamp would be an asset. To date, in the best case 30
nm features are separated by 150 nm spacing covering an area of several mm2 [Ref. 240]. Similar, with
the step-and-stamp variation (36 consecutive stamps) an area of 150 mm2, with features of 400 nm, was
separated by 400 nm spaces [Ref. 82]. 

• Absence of an anti-sticking layer during the printing process. The challenge is to find polymers and to
define processing windows that get rid of an anti-sticking layer. The key factors are the printing tempe-
rature, the visco-elastic properties of the polymer and the interfacial energy between polymer / substrate
and between polymer / stamp.

• Reduction of the polymer curing time. Unless it can be combined with another nanofabrication step,
which compensates for the extra time, the aim is to move away from the curing step, through an ade-
quate temperature or UV illumination. This adequacy could result from the right use of bi- or tri-layers
of polymers with different printing and curing properties. Similarly, the lowering of the print tempera-
ture and pressure would permit shorter printing cycles. Current research, have resulted in more per-
forming polymers which are already commercially available [Ref. 145].

• Expanding the stamp lifetime. This issue has hardly been explored in laboratory environments, but will
be crucial in for manufacturing. Here, one cost effective option could be to replicate stamps also by
printing. This approach seems feasible as stamps with 400 nm features can be produced by a thermoset-
ting polymer in its pre-polymer state and subsequently followed by thermal cross-linking process.

Further issues affecting printing technologies are validation and standards. Validation, as a measure for
quality control, needs agreement on what are the allowable tolerances for a good print, but there appears
to be a lack of fast quality control methods for printing, but optical diffraction techniques may be suitable
for tool for the monitoring the quality of periodic structures. On the other side standards depend upon
design rules and it is looks premature to define suitable terms.

4.2.3.2 Inking
The inking process can be described as follows (Figure 20): a stamp consisting of an elastometer is covered
by an ink, which forms a self-assembled monolayer (SAM) after getting in contact with the substrate. This
monolayer then serves as a mask for further processing either by etching or surface reaction. The latter is
particularly attractive since functionalisation is intrinsic to the inking process.
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Figure 20: The Inking Process

Some of the technological challenges for the application of inking are, on the alignment and diffusion of
the SAM and as well as the deformation of the elastomeric stamp, which is normally made of polydi-
methylsiloxane (PDMS). 

Alignment / multilevel. Mechanical stresses introduced in the PDMS stamp by handling, gravity or forces
generated on the stamp/substrate interface during the propagation of the contact front affect negatively the
alignment. Furthermore, due to large thermal expansion in the elastomer (for PDMS this is of the order
of 10-4 1/K), already small thermal fluctuations in the environment makes it difficult to control the effec-
tive stamp dimension. A solution is to put a very thin pattern film (<10 µm thick PDMS) on a rigid car-
rier (Si-layer) that reduces the distortion effects acting on the stamp.

Diffusion of the ink occurs during the printing stage, i.e. the period of actual contact between stamp and
surface. Diffusion phenomena constitute a complex interplay between gas diffusion, movement of
physisorbed ink and lateral movement of chemisorbed ink. A reduced diffusion leads to better resolution
and hence to smaller printed feature sizes. The straightforward approach is printing with heavy inks.
Simple, long-chain thiols can be extended only to a certain extent (C20) since further elongation leads to
less-ordered, and thus less etch-resistant monolayers. Research is currently underway to print with other
ink types such as multipode thioether adsorbates which do give well-ordered and etch-resistant monolay-
ers, while providing less diffusion owing to much larger molecular weights [Ref. 131]. However, as diffu-
sion is the mechanism controlling the formation of a protective layer, a reduction of the diffusion would
make it more difficult to construct a well ordered pinhole-free protective layer. With thiols, resolution is
believed to be limited to about 100 nm.

In analogy to the previous calculation for printing, the throughput for inking would take into account
actual inking time, the alignment time, the time required for stamp cleaning and replacing and, if needed,
the coating with an anti-sticking layer after a number of prints. To ink a 4 x 4 cm2 stamp on a substrate
takes a few seconds, say 3. Assuming two minutes for alignment, the total time is 123 s giving a “exposure
rate” of 0.13 cm2/s for a resolution of 100 nm (Fig. 21) As for imprint, similar parameters are relevant for
increasing the throughput:

• Stamp size. In principle, the stamp size is not restricted since the process does not require any pressure,
but only a simple contact between stamp and surface. Current stamp sizes are typically in the 1 cm x 1
cm range and areas up to 4 cm x 4 cm are currently investigated, using thin elastomeric stamps supported
by rigid carrier [Ref. 188].

• High density of features in each stamp. Feature densities are not restricted. Printing of small and large
features simultaneously is possible and features with a size ratio of 100 have been demonstrated. A main
limiting factor appears to be the aspect ratio, particularly when printing patterns with large non-contact
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areas. In this respect, the use of thin stamps on rigid carrier seems to solve satisfactorily this problem.
• Absence of an anti-sticking layer. While some groups advocate for using an anti-sticking layer on the mas-

ter to facilitate stamp removal, others do not. In any case, if problems are encountered without using
layer, the stamp can be treated with commercially available OTS (octadecyltrichlorosilane).

• Stamp lifetime. Lifetimes and wear of stamps have not been investigated in detail, but good printing
results have been obtained also with several months old stamps and one and the same stamp can be used
for up to 30 times before needing a re-inking [Ref. 100].

4.2.3.3. Comparison of printing techniques and applications
Table 11 compares inking and imprint fabrication techniques, as well as combined techniques. The latter
seek to capitalise on the flexibility and cost of parallel lithography by using two or more techniques, such
as combining printing with X-ray, UV and electron beam lithography. 

Table 11: Comparison of Printing Techniques

Data are results of projects Spinup and Nanotech, except (a) [Ref.194] and (b) [Ref. 43]. (c) for
inking refers to times without re-inking.

Demonstrated applications include diffraction optics, magnetic arrays, biosensors, quantum point con-
tacts, single electron transistors, MESFETS and inter-digitised fingers. All these applications benefit from
the capability to pattern large areas with small features. Furthermore, the use of a specific polymer on a
given substrate may have additional benefits. For example, a polymer suitable for printing in the 10-100
nm scale, spun on glass, is at the same time a low-cost biosensor which can de disposed of after one use,
thus minimising contamination or, to fabricate a lab-on-a-chip for medical technologies. Here also helps
the flexibility offered by polymers, which can be made to react to different environments by building che-
mical, optical, mechanical or electrical responses.

For magnetic arrays, a large area with small features is a holy grail, specially down to 10 nm with as small
a separation as possible. Imprint techniques have been demonstrated to produce dots of 100 nm separated
by 100 nm..
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As printing can be carried out on a polymer spun on a Silicon substrate, followed by standard lift-off tech-
niques, this technique can be used for the production of low-cost MSM detectors as the pressure and tem-
perature employed in the imprint process is low enough to avoid degradation of the underlying CMOS
platform. So far 400 nm inter-digitised fingers have been demonstrated and there is no apparent impedi-
ment to go for large areas patterned with 60 nm features for high frequency operation.

4.2.4. Bottom Up Approaches 
Generally speaking there are two ways to fabricate electronic circuits with nanometer dimensions. The
most frequently used approach employs a variety of sophisticated lithographic and etching techniques in
order to pattern a substrate; this is referred to as the top-down approach. The second method is the bot-
tom-up approach that builds small structures from the atom, molecule, or single device level upward. This
latter method allows in principle a very precise positioning of collections of atoms, hence functionalities.
At present, however, the top-down approach has substantially better development than the bottom-up
approach. It is fair to assume that for the fabrication of structures with nanometer dimensions, the bottom-
up approach will play an essential role in the near future. 

In order for the bottom-up approach to really become competitive, the following issues are important.
Firstly, the classical ways of synthesis, either organic or inorganic, are very cumbersome if well defined,
mono-disperse, species of nanosize particles have to be made. A key role is foreseen for self-assembly strate-
gies, in which information is present in a limited number of building blocks that allow the spontaneous
formation of such well-defined, mono-disperse species. A large number of groups now have methods
exploiting non-covalent interactions in self-assembly strategies. The number of strategies, however, that
allow the introduction of electronically addressable functionalities is still limited. 

Secondly, the self-assembled functions have to be positioned in space. Also, here the information should
be present in the assembly that allows their own confinement at the desired place. This process could be
called self-organisation. The advancement in this respect is less than in self- assembly. An important key is
probably played by self-assembly of monolayers on (flat) surfaces and at the same time self-assembly of the
various species in this layer. 

Thirdly, current integrated circuits are highly complex and therefore self-assembly and self-organisation
strategies have to be developed that enable the easy formation of complex patterns. The fabrication of pat-
terns with nanometer dimensions forms a real challenge for material scientists. 

Most aspects of assembly and self-organisation, such as positioning of functional groups and their recogni-
tion properties, are better developed for organic materials than for inorganic ones, whereas the electronic
properties of the latter are much better understood. It is, therefore, envisaged that especially the combina-
tion of the different material types will lead to fruitful new approaches. It may be the case that assembly will
take place via recognition of organic parts followed by derivatisation with inorganic materials, or that small
inorganic units modified with organic anchoring points are assembled into circuits in a single process. 

In principle, the ultimate dimensions of integrated circuits are defined by the dimensions of atoms and
molecules. At ambient temperature it is probably easier to confine a molecule through its functional groups
than a single atom. The development of fast methods for performing chemistry on single molecules is
therefore important. The various probe techniques, like AFM, STM, SNOM, etc. will play a key role in
this field. 

At the ultimate limits of fabrication, the bottom up molecular and atomic approach is advantageous in
terms of achievable density and miniaturisation, and the following trends can be observed: at present a
review of the literature reveals many designer molecular systems. Much less work is evident on the inter-
facing, demonstration of functionality and computation of their behaviour. It is in this crucial area of inter-
facing and demonstration of devices that the future progress of molecular nanoelectronics lies. Therefore
self-assembly technologies have become an increasingly popular way of making nanostructures. Many
examples of self-assembly can be found in the world of organic chemistry, and the ancient technique of fa-
bricating Langmuir-Blodgett films has been successfully employed to create structures with specific trans-
port behaviour. Moreover, the chemical synthesis of molecules can be viewed as a “self organising’’ way to
make large numbers of completely identical nanoscale objects. Also in compound inorganic semiconduc-
tors, more well-known to the semiconductor world, self assembly is a hot research challenge, especially for
the fabrication of quantum dots. 
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For all bottom up approaches, it should be realised that for creating useful transport devices, the self-assem-
bled structures must be connected to the outside world in a sensible manner. This issue deserves a lot more
attention than so far, as it may be a key impediment for use in commercial applications. 

4.3. Comparison of Fabrication Techniques 
Present day fabrication, as described above, relies almost completely on the top-down approach, using the
high throughput optical lithography for dimensions down to 180 nm and electron beam lithography down
to 30 nm with a low throughput. Integrated circuit applications needing high throughput such as MPU
and DRAM will very probably use optical lithography down to 100 nm. Optical lithography is the pre-
fered industrial technique as it is well known and offers high wafer throughput. The future winning expo-
sure tool has to offer an adequate compromise between ability to manufacture small feature sizes and a high
throughput. Figure 21 compares these two parameters for a number of exposure techniques. In particular
the exposure rate is a measure for the potential wafer throughput while the minimum feature size is limi-
ted by the resolution of the tool [reworked and expanded from Ref. 11]. 

Figure 21: Throughput us resolution for Different Exposure Techniques

The situation in the range 100 to 50 nm is more open, and comparison between the extension of optics
and the next generation lithography method is difficult because the development of these methods is high-
ly unequal. X-ray lithography and SCALPEL have both demonstrated good results in the literature but as
yet still have their own problems which must be solved before it becomes clear which technology will be
implemented below 100 nm feature sizes. Estimation of costs give a small advantage to X-ray compared to
optical lithography at 180 nm, and the difference becomes appreciable at smaller dimension. An essential
part of this interesting ownership budget is the excellent single resist process given by X-ray lithography,
while the process cost of optics becomes high. But optical lithography is an established technology, it has
an easier n:1 magnified mask fabrication, and will go on for some generations. A detailed comparison with
the other next generation lithography methods, which are still in the feasibility demonstration stage, is not
yet possible. It is still worth investigating all the low cost emerging top down technologies. The introduc-
tion of lithography in fabrication might strongly depend on the time of availability of the methods. In addi-
tion, whether industry can afford the overall factory costs down to a 50 nm technology is not clear. 
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It is interesting to note that the dimensions supposed to be reached by these methods (30-50 nm) cover
the needs of most of the device demonstrations of nanoelectronics (RTD, RSFQ, MRAM). Single electron
electronics is a clear exception, needing controlled dimensions of 1-10 nm. In that case, the bottom-up
approach is the only available solution, coupled to larger structures made by the top-down approach. It
shall be largely the basis of the exploding field of nanotechnology.
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5. Circuits and Systems 
Topics of this chapter are design strategies, a review of the current state of novel logic circuitry for resonant
tunnelling devices and QCAs, and an evaluation of novel trends in computer architectures. In this context
the objective is to analyse in which way any of the technologies investigated in the scope of MEL-ARI, that
is QCAs, RTDs, SETs or RSFQs, favours an implementation of a special kind of novel computer archi-
tecture. 

The starting point of architecture evaluation is RISC machines, reconfigurable processors, artificial neural
networks as well as more speculative concepts such as DNA and quantum computing which is beyond a
fabrication using conventional solid-state technology. In each case the baseline is the current state of
CMOS VLSI logic chips permitting 15 million transistors per die, an enormous experience of 30 years in
solid-state technology, and the assumption that the integration density may increase along with Moore’s
Law. Even by the stage of 30 million transistors, the logistics of designing reticules for a 20 lithography-
layer process are enormous considering the amount of data handling required. To combine this with tes-
ting before and after manufacture is a major challenge for manufacturing at high integration levels.
Possibly, this may be one of the limiting factors in production before lithography, dielectrics, diffusion of
implants or other problems come into place. A solution to increase the performance, to circuit yields and
at the same time to lower the power consumption would be to reduce the number of transistors either by
new designs of logic or through multivalued logic elements.

Many of the nanoscale devices described in Chapter 2 can be scaled down to the order of tenths of a
nanometer. This is their main advantage over MOS devices and makes them attractive as possible building
blocks of electronic circuits. This downscaling of nanoscale integrated circuits, however, faces many tech-
nological bottlenecks. The reduced interconnect bandwidth, the so-called “interconnection bottleneck”,
will be a major problem for global inter-chip communication between blocks larger than 100k gates and
will occur around feature size of about 70 nm [Ref. 105]. New strategies will be required to reduce the
global RC time constants by hierarchical multilayer wiring schemes and by novel architectures to minimise
global on-chip communication. Clock generation and distribution is a further topic because considerable
design margins are added to the achievable circuit performance to consider the impact of crosstalk and elec-
tromagnetic interactions on the signal propagation and chip-synchronisation. Furthermore, power dissipa-
tion within the clocking system is critical. For example for todays DEC 21264 Alpha CPU 40% of the
power dissipation is related to distributing the clock around the chip.

As the number density of transistors increases, the testing of circuits becomes very difficult and expensive.
For some ASICs using 250 nm CMOS technology, testing already accounts for 60% of total the costs and
may get substantially worse as the integration density increases. Self-testing architectures are a necessity for
the microelectronics industry. Defect tolerant architectures [Ref. 94] could be a solution at large integra-
tion density and certainly must be used if technologies with poor manufacturing tolerances such as quan-
tum dots are to be used. 

5.1. Design Strategies: Interconnect Problems and Design Complexity 
During the last three decades, the economic success of the semiconductor industry was based on the inter-
action between technological progress in device fabrication and the ability to combine this technological
progress with adequate logic families, circuit techniques, system architectures and software. From the engi-
neering point of view, a key issue to develop novel products is the availability of an appropriate design
methodology at different levels ranging from devices to software, which is at the same time the basis for
computer aided design (CAD) tools. A serious limitation is the so-called “design productivity gap”, i.e. that
in average the overall design productivity increases by 21% per year, while integration density increases by
68%. Therefore the economic success of nanoelectronics may be hampered by a design bottleneck even if
the major device and circuit related problems might be solved [Ref. 89]. 
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Figure 22: Design Hierarchies for Nanoscale Circuits

It is very likely, however, that there will be no paradigm shift in design from micro to nanoelectronics and
several interfaces will be defined between different design levels (Figure 22). In addition, due to the diffe-
rent behaviour of the devices, the interaction between the device level and the circuit level has to be
strengthened to exploit for example a certain I-V characteristic (“functional circuit design”) in a circuit or
to make circuits robust against device parameter variations. A prerequisite of such an interdisciplinary
cooperation is the ability of the device physicist to understand the problems of the circuit designer and vice
versa. 

Figure 23: CMOS Gate Delay vs Gate Length

Increasing clock frequencies and reduction of the number of logic stages (gate delays) between two
synchronising latches in the data path. Different commercial and prototype microprocessor gener-
ations are plotted as reference points
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5.1.1. Impact of Increasing Clocking Frequencies on Nanoscale Circuits 
Among the various problems of nanoelectronic circuit design, the increasing clock frequency is an illustra-
tive example how complete system design is affected by each novel technology generation as operating fre-
quencies in the GHz range have a direct impact on nearly all design levels. Due to shorter clock cycles the
system designer has to change the architecture and the placing of functional units so that specific tasks,
such as instruction fetch or memory (cache) access can be completed within a single clock cycle despite of
the increasing signal propagation time. In the worst case, these global interconnect intensive tasks must be
extended over multiple clock cycles. Simultaneously high frequency effects like crosstalk between inter-
connecting wires is in a certain way contradictory to a high level design of a 1 billion transistor chip where
an accurate device and interconnect modelling is not feasible given the huge simulation times.

A principal challenge for the circuit designer dealing with functional units of a 100k gates complexity is to
choose appropriate data-path designs considering that a useful computation can be performed in a single
clock cycle as the number of cascaded logic gates between two synchronising latches decreases rapidly to 4-
6 gates for 60 nm CMOS technology. For nanometer-scaled RTDs, RSFQs or advanced MOSFETs a value
below 3-5 gate delays can be expected if the development continuous as predicted in Figure 23 [Ref. 26].

A consequence for the technology is not only to optimise single transistors but also to assure that the high
speed of the single device is transferable to the circuit level, where interconnects and gate fan-out play an
important role. Current research to overcome these problems for various circuit architectures and tech-
nologies are smart routing, systolic arrays and bit-level pipelining for SETs [Ref. 8] and RTDs [Ref. 166],
as well as wave pipelining [Ref. 35]. 

To restrict the impact of the interconnect delay on the performance, asynchronous operation [Ref. 217]
and several delay tolerant circuit architectures are also discussed. An introduction of fully asynchronous cir-
cuits would be a fundamental design paradigm shift. The circuit overhead to implement the required hand-
shaking logic would probably cause extra delays and higher power consumption. Therefore, hybrid tech-
niques combining asynchronous and synchronous designs look more realistic:

• elastic pipelines that enable time “stealing and borrowing” between neighbouring logic partitions [Ref.
20];

• local generation of high speed multi-phase clocking schemes for skew tolerant high performance logic
[Ref. 92];

• self-resetting logic schemes distributing the pre-charging (reset phase) equally over the available time [Ref.
196];

• (non-local) low speed clock and specific communication schemes (“networks on chip”) for signalling
around chips. This is similar to present CPU logic board bus speed dividers.

5.1.2. Local Architectures
Locally interconnected circuit architectures allow devices with small gain, such as many quantum devices,
to be used. These architectures can remove the interconnect bandwidth restrictions to a certain extent, pro-
vided that at least simple functional units with sufficient computational capabilities can be implemented.
Here, the distinctive difference between microelectronics and nanoelectronic devices is that the large gain
of MOSFETs and the sophisticated VLSI interconnect technology guarantees that functional units of
about 50-100K gates in CMOS microprocessors and ASICs are only little affected by the interconnect bot-
tleneck compared to low gain quantum devices with their poor driving capability. 

For quantum devices the acceptable maximum size, in terms of active devices and area, of a simple func-
tional unit (i.e. an register file, neural network layer etc.) will strongly depend on its driving capability.
Consequently, the term “local architecture” has a different meaning for the various types of devices. In the
case of advanced nm-CMOS, local communication might be used for communication between ALUs, reg-
ister files and caches, while for SETs and QCAs, as the extreme counterparts, local architectures will be
already required at the level of single gates. From this point of view, RSFQs, RTDs, and tunnelling FETs
behave in a more classical way because their switching times are short enough to enable logic families with
a sufficient driving capability. Some proposal for realising “local’’ circuit architectures on the gate level for
SETs seem promising [Ref. 7,120]. On the other extreme a QCA architecture, based on the spontaneous
relaxation to the ground state, would not require any clock distribution, at least within each “local” func-
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tional unit, while more complex implementations would require a complicated multiphase clock signal,
trading off simplicity for performance. 

Devices based upon Coulomb blockade effects, such as electron pumps, turnstiles or SETs, are often
regarded as particularly suited for these “local” circuit architectures. An accurate simulation of the electro-
statics of an actual circuit layout taking into account all interactions is very difficult. In particular the ran-
dom offset or background charges remain the major stumbling block implementing these schemes. 

A hybrid integration of quantum devices with nm-CMOS would improve the driving capability by CMOS
amplifiers and driver circuits. However, if the performance of quantum devices, i.e. events per time, is
strongly limited by excessive intrinsic time constants or poor driving capability, logic circuitry will be dom-
inated by nm-CMOS. The only window of opportunity for quantum devices would be an economic
advantage based on a significant lower performance-cost ratio.

5.2. Novel Circuitry
Since each nanoelectronic device concept has its own advantage and disadvantage, the potential field of
application will have to benefit from the inherent characteristics, such as quantum effects, low power dis-
sipation or high density. Memories are more technology driven (i.e. lithography) because the main figure
of merit is the cell size. If a critical minimum integration density (> 1 GBit) would be achievable further
aspects such as access time and data retention time will determine the concrete type of memory applica-
tion (for example SRAM for fast caches, on-chip DRAM or embedded non-volatile memory). The increa-
sing importance of the embedded non-volatile memory as technology driver might open a chance for sin-
gle-electron memory cells as ultimate floating gate structures [Ref. 201].

In contrast to memory, logic circuitry is primarily speed oriented and historically architectural innovations
have always played an important role. Since full custom logic designs are very irregular and expensive in
terms of design costs it is to be expected that logic circuitry will be more affected by the technology design
productivity gap than memories. Therefore RSFQs and RTDs are much better qualified for logic than
SETs although their integration density is far behind CMOS. Possible applications of RSFQ-logic are low
volume processors operating in the 100 GHz region for use in peta-flop supercomputing.

5.2.1. Resonant Tunnelling Device Circuits
The concept of resonant tunnelling devices was explained in chapter 3.2, where examples of recent circuits
are summarised. In recent years, the monolithic integration of resonant tunnelling diodes with he-
terostructure field effect and heterostructure bipolar transistors has led to a number of new circuit concepts
[Ref. 140]. Many of these have been demonstrated and have achieved GHz clocking frequencies, a small
power delay-product, and a significant reduction of circuit complexity, that is to reduce the number of
devices which are required to implement a specific function. 

An example of a compact 2-RTD/1-HFET memory circuit is the low power 50 nW RTD/HFET SRAM
cell with a 150 µm 2 footprint (200x lower power than a high speed GaAs SRAM) [Ref. 218] (Figure 24
a,b). A comparison of tunnelling based memory concepts implemented in III-V and Si-RTD/CMOS for
high performance memory components is given in Table 12. In memory applications the RTD-layer stack
is modified to obtain a low peak current density and hence to reduce the power dissipation. In the optimal
case the peak current in the bistable RTD cell is only slightly larger than the overall leakage current of the
FET so that the charge loss is compensated by the self-stabilisation.

The moderate power dissipation in the 5-30 GHz regime and the adaptation of switching speed by adjus-
ting the current density using thinner tunnelling barriers make RTDs interesting for high speed crossbars
in communication networks and digital signal processing. For digital applications the self-latching beha-
viour of RTD circuits is attractive to implement high-speed clocked logic families. The basic idea is to re-
present the logic state of a gate as a bistable state. This is in contrast to conventional high-speed dynamic
logic where the digital output of a gate is represented by the amount of charge on the load capacitances.
The traditionally large leakage currents in III-V FETs has always been a sever problem for dynamic logic
families. Using RTDs is advantageous to transform a dynamic logic circuit into a static circuit with supe-
rior noise immunity. By embedding a logic stage into a self-latching RTD circuit with pulsed power sup-
ply (monostable-bistable transition logic element, MOBILE) [Ref. 38] bit-level pipelined logic architec-
tures are the preferred logic style. Here, circuit operation is devised into four phases, namely logic decision
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at the rising clock edge, stabilisation of the computed output, reset to monostability, and a wait phase
where the gate inputs are changed according to the preceeding logic stage. The characteristic features of the
MOBILE principle are reduced circuit complexity and great design flexibility. Together with multiple-va-
lued and threshold logic as novel logic schemes the critical path of the circuit can be reduced. An example
for the capabilities of MOBILE based threshold logic is the compact 1-bit full adder design using a 2-stage
circuit [Ref. 166] (Figure 24c). This circuit has been implemented using RTD-HFETs with a 1 mm2 RTD-
area and 300 nm gate length [Ref. 134] (Figure 24d). Instead of double-gate RTD-HFET devices this cir-
cuit architecture can be also implemented with other 3-terminal NDR devices, such as vertical resonant
tunnelling transistors (VRTTs). At the current state of technology the overall integration density is lower
compared to RTD-HFETs but recently the bistability of a VRTT MOBILE latch has been demonstrated
[Ref. 200].

Figure 24: RTD/HFET Circuits

(a) SRAM cell and (b) its load-line diagram. (c) Circuit and (d) micro-photograph of a 1-bit
clocked full adder based on the MOBILE principle using threshold logic and double gate RTD-
HFETs. The inverters of the on-chip clock delay line are composed of conventional E/D HFET
logic.
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Table 12: Performance for Tunnelling Based SRAM and Si Memory

TSRAM refers to Tunnelling based SRAM cells and 1T(2T) refers to 1-transistor (2-transistor)
cell(s). Note that 1) 16 Mb CMOS SRAM 2) 256 Mb DRAM 3) are based on layouts with 256
Mbit CMOS/RTD DRAMs. Reworked from [Ref. 192]

In comparison to CMOS or III-V logic families, the potential advantage of a RTD-based circuits can be
estimated by comparing the designs for basic logic and arithmetic functions. For CMOS, logic families
such as NORA logic and NP-Domino CMOS are the benchmarks because they are currently used for high
performance logic [Ref. 109,180]. RTD designs offer a reduction in the number of components up to 40%
when compared with the equivalent CMOS logic family. This is consequence of the threshold logic design
style, which enables an increased low-level parallelism of computing multiple input signals. The origin lies
in the fact that threshold logic design eliminates the series connections of transistors in NAND-like gate
configurations. In contrast, CMOS consumes large areas for long series connections of p-MOSFETs. 

Currently the lateral feature sizes are about 1 µm and RTD peak currents of about 5 mA, being the static
power dissipation that limits the integration density. If RTD circuits, however, could be scaled to mini-
mum lateral feature sizes of about 200 nm, one may expect that dynamic power dissipation due to the
charging and discharging of load capacitances will become the major source (90%) of power dissipation in
the GHz frequency range. In that context adiabatic clocking schemes are one method to limit the dyna-
mic power dissipation. 

Concerning the design efficiency of these novel logic schemes it should be noted that despite of the elegant
circuit architecture the competitiveness of this approach is strongly affected by the interconnection techno-
logy. In that context the non-scaled 1 mm interconnection widths shown in the chip microphotograph of
the full adder (Figure 24b) underlines the relevance of a nm-scaled multi-layer interconnection scheme to
fully exploit the properties of the circuit design. Again, hybrid nanoelectronic devices and conventional
microelectronics would simplify the design and enhance the performance of prototype circuits. 

5.2.2. QCA circuits
Logic circuits based on the Quantum Cellular Automaton (QCA) concept offer an alternative to traditional
architectures used for computation. The first consistent scheme for the producing logic functions with two-
dimensional quantum dot arrays dates from 1993 and is commonly called the “Notre Dame architecture”
[Ref. 213]. The basic building block of the Notre Dame architecture is a cell made up of four or five quan-
tum dots, containing two electrons, which can align along one of the two diagonals. Coulomb repulsion
between the electrons in a single cell causes the charge in the cell to align along one of two directions, giving
rise to two possible “polarisation states” (see Fig. 25), representing binary data. The polarisation propagates
along a chain of cells by minimising the electrostatic energy. Properly assembled two-dimensional arrays of
cells allow the implementation of logic functions. The result of any computation performed with such arrays
consists in the polarisation state of some output cells. Therefore the cellular automata is a concept for possi-
ble circuit applications of quantum devices, because they overcome some important problems, such as the
very limited available fan-out, the difficulty to drive efficiently interconnect lines or the power dissipation.
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Figure 25: The Two Polarisation States in a QCA Cell

Figure 26: Logic Functions Based upon a QCA Majority Voting Gate
In the easiest case there are three input cells, A, B and C. The polarisation of at least two input
cell determine the polarisation state of the output cell

In the past QCA was supposed to suffer from having to control the number of electrons in each cell or
interface the cellular automaton system with the outer world and, in particular, with conventional elec-
tronics without perturbing its operation. Indeed, these problems do exist, but it has been determined that
cell operation without any significant performance degradation is possible using 4N+2 excess electrons in
each cell, N being any integer [Ref. 72]. Contrary to some previous hypotheses, there is a seamless transi-
tion from two-electron-cells to cells made with metallic dots, which may contain a large number of excess
electrons. An example of the logic functions that can be performed with QCA arrays is the majority vo-
ting gate (Fig. 26). The three inputs of this configuration are the polarisation states of the three input cells,
and the output cell polarises along the direction corresponding to the majority of the inputs, in order to
minimise the electrostatic energy. 
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Figure 27: Dot Distance Requirements for a QCA Circuit
The maximal operation temperature of a QCA circuit depends upon the distance of the cell dots.
The figure is calculated for a Silicon and GaAs chain of six QCA cells.

Today, there are two main problems when implementing a QCA circuit: the need for individual adjust-
ment of each cell and the limits on the operating temperature. Individual adjustment of each cell is nee-
ded because of fabrication tolerances, the presence of stray charges, and the need for exactly 4N+2 excess
electrons in each cell. For a realistic cell on the 100 nm scale, layout errors of less than a tenth of a nanome-
ter would be sufficient to completely disrupt cell operation [Ref. 76]. The relative precision requirements
would be even tighter for smaller cells, and the effect associated with the random distribution of dopants
is expected to be even more disruptive. Therefore, fine tuning of each cell via the voltages applied to mul-
tiple gates is mandatory to achieve successful operation. For making adjustments possible, leads are
required, one for each single cell. Such leads are also needed to load the proper number of electrons onto
the quantum dots. The presence of leads prevents straightforward lateral branching from a chain of cells,
one of the basic features, which would be needed to create logic gates.

Limitations on the operating temperature are due to the weakness of the dipole interaction between the
cells, which must be significantly larger than kT. The maximum operating temperature for a chain of six
cells in SOI (silicon-on-insulator) (thick line) and in GaAs (thin line) is reported in Fig. 27. The results are
calculated assuming a readout time long enough to filter out fluctuations and correctly detecting the out-
put for an average polarisation that is 80% of the maximum. Improvements could be achieved by shrin-
king cell dimensions and by using materials with lower dielectric constant. Structures at the molecular level
would be needed to approach room temperature operation. 

The current state of the art in QCA devices is represented by the implementation of a majority voting gate
based on metal-insulator tunnel junctions, operating at about 70 mK [Ref. 5]. Coupled Si-quantum dots
embedded in a silicon oxide matrix have been fabricated by etching and subsequent oxidation of SOI
wafers [Ref. 198], and their suitability for the operation in QCA cells at a few hundred mK has been
shown. Non-invasive detection of charges in coupled quantum dots fabricated in gallium arsenide he-
terostructures has also been demonstrated and can be useful for the data readout procedure. Although the
technology for a single cell has been developed and chains of cells could be produced without substantial
technological changes, the realisation of logic gates is hampered for not finding a manufacturing solution
on how to perform the lateral branching.

Because there is no charge transport, QCA may potentially consume very low power. QCA would benefit
from the ground state computation paradigm, i.e. once a given polarisation is enforced onto the input cells,
the system relaxes to the ground state and each output cell assumes the polarisation state which minimi-
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ses the total energy. However, the time required for relaxation towards the ground state cannot be reliably
predicted, and if metastable states do exist the system could get stuck in one of them for a significantly long
time. A solution could be in performing a so-called “adiabatic switching”, i.e. varying slowly the height of
the potential barriers separating the quantum dots in a cell and permitting the system to evolve remaining
always in its instantaneous ground state. Such an adiabatic scheme applicable to conducting dots embed-
ded in an insulating matrix has been proposed [Ref. 212], but again here, achieving reasonable tunnelling
rates would require a layout that is beyond current technological capabilities. 

In the future, QCA cells could be built with single bistable molecules, i.e. molecules in which, in the
absence of an external electric field, some of the valence electrons can localise with equal probability on two
different groups of bonds. By analogy to the four-dot cells, the presence of an external electric dipole field
would make one of the two possible configurations energetically favourable. The scientific challenge is to
arrange the molecules in structured arrays on some substrate. If successful, the limitations due to fabrica-
tion tolerances would be overcome, as molecules are intrinsically precise and bound electrons are suffi-
ciently localised to act as “excess” electrons, without the need for external leads. Stray charges still represent
a major issue, unless it becomes possible to develop substrates virtually free from them.

A novel approach arises form recent results on magnetic nanostructures demonstrate the propagation of a
magnetic polarisation state along a 1D chain of dots [Ref. 44]. If operation of 2D arrays would be possi-
ble with these magnetic nanostructure systems, this offers a new opportunity to implement a whole QCA
circuit.

Summarising, it can be said that the QCA operation principle functions and will probably demonstrated
in various material systems, but it is unlikely that logic circuits will ever be fabricated, mainly due to fa-
brication limitations. Possible future applications of the QCA principle would rather exploit its extreme
charge sensing dependency for sensitive charge detectors. Applications for logic devices would again attrac-
tiveness in the case of major breakthroughs in the arrangement of bi-stable molecules or in demonstrating
magnetic polarisation in 2D structures.

5.3. Current Trends in Novel System Architectures 
5.3.1. Starting Point: Systems on chip and Innovations in
Microprocessor Designs 
The superscalar RISC (Reduced Instruction Set Computer) architecture is currently the dominant micro-
processor architecture. Due to its prevailing position in the commercial microprocessor market (including
x86-compatbile processors with certain internal RISC processing) it will be undoubtedly the starting point
for all innovations in the direction of complete systems-on-a-chip as well as for more speculative architec-
tures. The characteristic feature is an instruction level parallelism based on multiple execution units and
the capability to simultaneously fetch and decode 2-4 instructions with a fixed (32 bit) format [Ref. 96].
Pipelining subsequent instructions increases the efficiency and the data throughput. To avoid pipeline stalls
during conditional branches modern RISC processors often contain a branch prediction unit. On chip
instruction and data cache is part of the memory hierarchy and the classical method to solve the processor
memory speed bottleneck. The sophisticated interaction between extracting instruction level parallelism in
runtime and keeping the processor working complicates the design due to hazards and interrupts.
Therefore, increasing the degree of superscalarity to values above 8 seems not to be sensible, even for future
generations of CMOS.
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Figure 28: Intelligent RAM Chip (IRAM)

The IRAM combines multiple vector processing units for multimedia applications, a convention-
al CPU and a large on-chip memory [Ref. 121].

With the increasing relevance of multimedia data processing and low power portable devices for commu-
nication VLIW- architectures (Very Long Instruction Word) and Single-Instruction Multiple Data (SIMD)
type instructions are developed to enable an efficient real time computation of 8-16 bit audio and video
data streams. Even for nanometer scaled CMOS more radical system architectures are being investigated
to exploit the capability of integrating 1 billion transistors on a single chip. Based on technological progress
RISC cores are combined with vector processing units, DSPs, and large on-chip DRAM. In that context
the “Intelligent RAM (IRAM)’’ (see Figure 28) is a potential solution to limit the impact of the increasing
DRAM-processor speed bottleneck and to increase the performance power dissipation ratio. In nanoelec-
tronics the data-path-orientated, scalable design of multiple vector units is interesting because of its simple
control logic and its modular design which ease the interconnection problem and the design complexity.
The idea behind all these modern microprocessor architectures is to ensure that the multiple execution
units and pipelines are always used with maximum efficiency to justify the costs of the expensive circuitry. 

5.3.2. Parallel Processing
If the number of devices on a chip increases there are roughly speaking two different strategies to design a
processor, namely a single powerful CPU with large on-chip memory or to use multiple CPUs or func-
tional units of lower complexity. The RISC and VLIW processors mentioned above belong to the first class.
However, if future processor design is evaluated from the point of view of nanoelectronics, a replication of
simple units could be attractive to implement parallel computing schemes. Today, for servers and desktop
workstations the change of the typical workload to multiple independent processes has motivated so-called
“multiple thread” architectures, where parallelism is exploited between concurrently running tasks and not
within a single algorithm. Consequently, multiple execution units are more independent of each other and
the power/area consuming circuitry (bypassing, register renaming, etc.) can be avoided in favour of a sim-
ple design. In the following, various architectures for parallel computing are discussed, starting from less
revolutionary concepts up to neural networks and quantum computing.
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5.3.2.1. Propagated Instruction Processor 
Among different concepts for parallel computing the Single Instruction Multiple Data architecture
(SIMD) is a classical concept for special purpose computation assumed that there is a sufficient amount of
locality in the algorithm which has to be implemented. The regular design and local system-level inter-
connections are attractive for nanoscale integration and also helps to close the design productivity gap
because a single functional unit of limited complexity is replicated in a 2-dimensional array topology.
SIMD array processors are a well-known architecture for image and vision processing tasks where a simple
mapping of the algorithm on hardware is possible. However, the classical SIMD architecture suffers from
the drawback that the instructions for the different image processing tasks have to be transmitted in a glo-
bal fashion to each processing unit. The interconnection problem originating from the global instruction
flow can be solved by a so-called Propagate Instruction Processor (PIP) (Figure 29 and Ref. 63). The PIP
differs from a classical SIMD-processor in the sense that instructions are pipelined in a horizontal direc-
tion while the PIP units perform their computations (Figure 29). Thus, multiple image processing algo-
rithms are simultaneously solved in parallel. Without going into details, the pipelined operation would
improve the overall system performance if high bandwidth communication with external components was
available. To store the propagating instructions each processing unit contains a local instruction pipeline
register. Further components are the local memory, a control pipeline, a register, and the arithmetic logic
unit. The size and capabilities of a single processing unit depend on the complexity of the algorithms and
the image resolution. 

Figure 29: Propagated Instruction Processor

5.3.2.2. Reconfigurable Hardware: From Reconfigurable
Microprocessor Arrays to Defect Tolerant Circuits
The Reconfigurable Architecture Workstation (RAW) is a replicated architecture of identical processing
elements. Each processing element contains a RISC-like pipeline, a local instruction and data memory
[Ref. 222]. The complexity of a processing element is comparable to a R2000 CPU and comprises about
2 million transistor equivalents. The interesting feature for nanoelectronics is that the programmer can
modify the logic functionality by means of the configurable logic blocks in addition to programming the
CPUs. The programmable crossbar switches allow it to implement different point-to-point interconnec-
tions and to change the on-chip interconnection topology. Since the configuration of the crossbar switch-
es is stored in a memory block, the RAW machine is a dynamic and adaptive architecture. Thus, although
the processing elements are arranged in a 2-dimensional array topology the RAW machine is not limited
to SIMD typical tasks as the PIP. The implementation of these programmable interconnects requires about
30 percent of the total chip area. 
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Figure 30: The Reconfigurable Architechture Workstation (RAW)

The RAW machine is a one-chip reconfigurable computer architecture. Each processing element
contains a local instruction memory, data memory, registers, ALU, control logic. The SMEM
block stores the configuration of the programmable crossbar switch.

Besides the advantage of the regular layout, the underlying idea of the RAW architecture is to transfer cer-
tain tasks from hardware to software. For example the testing procedures of a billion transistor chip can be
reduced because reconfiguration and re-routing, in the case of defective elements, is performed by a com-
piler running on a host computer. Furthermore, for application specific tasks, a significant increase in speed
over a pure software solution is achieved by exploiting the local configurable logic blocks.

Defect tolerant architectures may be essential for computational nanoelectronics since this is probably the
only way to build systems with billions of devices economically. Any computer with nanoscale components
will contain a significant number of defects, as well as massive numbers of wires and switches for commu-
nication purposes. Using field-programmable gate arrays (FPGAs) there are different approaches to defect
tolerant custom configurable computer: 

(1) the Teramac [Ref. 94], a defect tolerant custom configurable computer based on field programmable
gate arrays (FPGAs) where reprogramming is achieved off-line by means of an external configuration work-
station. The fundamental paradigm of the Teramac is to build a computer cheaply and imperfectly, find
the defects, configure the resources with software, compile the program, and then run the computer. Here,
the underlying idea is a redundant interconnection structure, such as the fat tree architecture shown in
Figure 31.

(2) more recently, “embryonic electronics” is discussed as a biological inspired paradigm which differs from
the Teramac in the sense that the reconfiguration algorithm is performed on chip in form of an “artificial
genome” containing the basic configuration of cell. According to van Neumann’s famous idea of self-repro-
ducing automata the characteristic feature of “embryonic electronics” is to incorporate basic biological
principles such as self-replication and self-repair into VLSI [Ref. 137]. The purpose of this approach is not
to model and explicate biology but in a long term to develop methodologies of performing computation
using imperfect components without external supervisor.

Although both ideas are similar to the RAW machine, from the viewpoint of the underlying circuitry they
differ in the sense that a computation is performed on the basis of programmable look-up tables or in basic
“cells” composed of programmable multiplexers instead of complex Boolean logic circuits. If a nanoscale
circuit technology allows an efficient implementation of memory components (while logic circuits are
more difficult to fabricate as in the case of SET logic and non-volatile SET memories), the lookup table
approach of the Teramac could be an alternative to the traditional way of building a computer using logic
circuitry. 



72

Technolog y  Roadmap for  Nanoe lec t ronic s

Overall, we can draw several important conclusions for nanoelectronic systems: First, it is possible to build a
powerful computer that contains defective components, as long as there is sufficient communication band-
width in the system to find and use the working components. Second, the resources of a processor must have
a sufficiently high degree of connectivity and of technical intelligence. In the Teramac the technical intelli-
gence is given by the configuration workstation whereas in Embryonics each cell contains the necessary set
of rules. The third aspect addresses the issue that the most essential components for nanoelectronics may be
the address lines and the crossbar switches that control the settings of the hardware configuration.

Since the configuration algorithm, either running on the host-workstation or stored inside a cell, is basi-
cally software, the strategy of implementing the wide range of application specific tasks in software, while
maintaining general purpose integrated circuits, follows the original idea of behind the first microproces-
sor. The continuation of hardware-software co-design in nanoelectronics is likely to continue due to the
existing knowledge and the economic success of the semiconductor industry. In summary, reconfigurable
hardware suggests a different approach to nanoelectronic research, it is a top-down approach, and not a
bottom-up approach dominated by the technology. Nevertheless, it has to be still demonstrated that the
loss in area efficiency due to the hardware overhead in the fine grain FPGAs is compensated by reduced
design, fabrication and testing costs. 

In addition to reconfigurable concepts, other classical techniques, such as triple modular redundancy, have
to be considered to tolerate transient errors during operation, which is extremely important for QCAs and
SETs in the presence of fluctuating offset charges. At the current state of technology the detection of tran-
sient errors, that is fault-tolerance, seems to be a rather a problem of circuit design. In other words, the cir-
cuit implementation of the programmable switch in Figure 31 should be robust against these transient
errors even if the whole hardware has detected no defective components. 

Figure 31: Redundant Interconnections of the Teramac.

5.3.3. DNA Computing
Computations by chemical or biological reactions overcome the problem of parallelism and interconnec-
tions in a classical system. In DNA computing [Ref. 1] where the similarities between mathematical oper-
ations and biological reactions are used to perform calculations, the key idea is to find the similarities
between DNA (Deoxyribo Nucleic Acid) - the basic genetic information - and well known digital com-
puters. If a string of DNA can be put together in the right sequence, it can be used to solve combinatio-
nal problems. The calculations are performed in test tubes filled with strands of DNA and gene sequenc-
ing is used to obtain the result. Adleman calculated the travelling salesman problem to demonstrate the
capabilities of DNA computing. DNA computing on parallel problems potentially provides 10 14 MIPS
while using less energy and space than conventional supercomputers. While CMOS supercomputers ope-
rate 10 9 operations per Joule, a DNA computer could perform about 10 19 operations per Joule (10 10 times
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more efficient). Data could potentially be stored on DNA in a density of approximately 1 bit per nm 3

while existing storage media as DRAMs require 10 12 nm3 to store 1 bit. 

5.3.4. Artificial Neural Networks 
Popular concepts of parallel and adaptive computing are the various forms of artificial neural networks
[Ref. 93]. Again biological information processing motivates this approach, but in contrast to DNA com-
puting the learning algorithms are formulated as complicated sets of mathematical equations. These equa-
tions are implemented in conventional hardware or in software if flexibility is more important than execu-
tion time of the neural algorithm. 

Due to the fundamental relevance of the adaptive interconnection, these large arrays of simple neural pro-
cessing elements show features such as association, fault tolerance, and self-organisation. Here, it has to be
considered that on the one hand the complexity of a neural processing element is much lower than the
complexity of the processing elements in the Teramac or RAW machine discussed above. On the other
hand the interconnection density of neural processing elements is orders of magnitudes higher, so that the
question if artificial neural networks are appropriate for nanoelectronics remains open. As a starting point,
a neural nanoelectronics architecture with a low interconnection density, such as cellular neural networks
(CNNs) and associative matrices are interesting [Ref. 74] even if their capabilities in regard to adaptation
and generalisation are limited. CNNs are regular processing arrays where only the neighbouring cells are
connected. Often these processing elements are implemented in analogue circuit techniques so that low
power applications, such as intelligent sensor pre-processing are preferred applications. To a certain degree
they can be regarded as low-level SIMD architectures and therefore suffer from the same disadvantage of a
global instruction distribution. The associative matrix is a concept for a distributed memory and is based
on digital input and output states. The learning rule is strictly local and only binary weights are used. Due
to the distributed storage principle and a certain degree of fault-tolerance, the associative matrix could be
interesting for a multi-GBit RAM made of single electron technology. 

The phenomenon of self-organisation is similar to self-structuring in technology [Ref. 60] aiming at pro-
ducing nanometer scale structures without extensive processing steps from outside. The self-organising
neural network maps the input data on a two-dimensional area without a teaching help from outside [Ref.
117]. This property would be useful in nanoelectronics for structuring an initially homogeneous array of
cells. 

Most of the present neural networks are static networks. In a first step they map the data according to learn-
ing algorithms. In the second step the adaptive interconnections are fixed and novel, unknown data is clas-
sified or associated based on the internal configuration. Alternative approaches are time dependent, biolo-
gy inspired networks in which the input data is processed in a dynamic way using dynamical phenomena,
such as spiking, oscillations, bifurcations, and local excitations. Local adaptation and excitations occur
according to non-linear integral-differential equation for the time variant weight connections and the cell
polarisation (excitation). These dynamic networks, known as resonant neural systems, not only show out-
standing new features of artificial intelligence similar to small brains but also need a tremendous number
of devices if an implementation is intended. At this point it should be noted that neural networks are a
supplement and not a replacement of traditional data processing if a useful application can be found. In
this way, a certain self-adaptation of neural networks can compensate the inherent drawbacks of nanoelec-
tronic devices, for example fluctuating background charges of SETs are presently under investigation [Ref.
75]. Nevertheless, the huge interconnection density as basic paradigm of large scale multi-layer neural net-
works is contradictory to the low driving capabilities of many nanoelectronic devices because each neural
node has to be connected to at least 10-100 synapses for a useful computation. Eventually SET-MOS
memories could be used for an area efficient implementation of the synapses for long term storage of the
weight connections. If the required precision of about 8-16 bit can be achieved remains an open question.

5.3.5. Quantum Information Processing (QIP) 
Quantum computers process information in a completely different way than microprocessors and use-
quantum algorithms that do not have classical analogues. From a physical point of view a bit is a two-state
system, in which one of two distinguishable states, representing two logical values, is occupied. Now, quan-
tum mechanics tells us that if a bit can exist in either of two distinguishable states, it can also exist in cohe-
rent superpositions of them, a so-called qubit. Moreover, an array of qubits can exist in a superposition of
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configurations representing different values, such systems are called entangled, as the state of one qubit
depends of the states of other qubits. During a ‘gate operation’, a time evolution of the system, each value
in this entangled system is affected, so we are performing a massive parallel computation. This intrinsic pa-
rallelism can have a revolutionary impact on the handling of complex algorithmic problems, like the tra-
velling sales man problem or, an example important for cryptography, the factoring of integers, that is
problems that scale exponentially with the size of the input (non deterministic polynomial problems NP).

QIP systems still need to demonstrate registers for tens (and ultimately hundreds) of qubits. Systems able
to operate with a few qubits, have been demonstrated with NMR of small molecules or quantum photon
interferometry, and in particular with ions held in traps. At present it is impossible to predict the winning
technology for QIP, since all existing approaches show severe limitations, in particular the problem of deco-
herence, i.e. the destruction of the entanglement due to non-controlled interactions with the environment. 

A viable technological approach should have the following properties:

1. Demonstrate gate operations based on entanglement,
2. Possess a mechanism for writing and reading of data, 
3. Availability to control decoherence and perform fault tolerant operations, 
4. Be scalable in terms of number of qubits. 

Solid state demonstrators, to compare with in the frame of this roadmap, do not exist. At present, most of
the initiatives have to work towards demonstrating single-gate operations. The biggest challenge appears to
be the mastering of decoherence. This poses very stringent manufacturing requirements, which are beyond
present day capabilities. Ultimately one hopes that solid state devices are better scalable than QC based on
atomic physics which for the time being are the only devices capable of demonstrating at least 6 qubit re-
gisters.

Different venues to a solid-state based QC are proposed [Ref. 179].:

Quantum-dots based QC: atom-like quantised excitations of electrons within a quantum dot serve as a sin-
gle qubits. These excitations have energy spacing larger than temperature spacing. From an experimental
point of view progress has been made by using a one-photon forbidden transition to implement the qubit
in order to avoid spontaneous emission, but major problems still remain to control decoherence, via e.g.
phonon interactions. This concept requires evenly spaced energy levels between all quantum dots, which
translates into very stringent manufacturing specifications that are difficult to meet with current technolo-
gy. Entanglement of two quantum dots occurs via a state dependent interaction based on an overlap of the
electron wave functions in different quantum dots. This interaction mechanism is not yet understood and
depends on a tight spacing of the quantum-dots, which again poses considerable technical challenges.

Electron Spin based QC: the concept relies on the spin-spin interaction of two different electrons. One
of the physical implementations under investigation is to fix the electron within a quantum dot. Here it is
in particular the capacity to control the interaction between qubits (necessary for entanglement) which
poses a great challenge. An alternative approach is to achieve entanglement via photons in a cavity in which
the quantum dots are placed. The read out is generally made via Electron Spin Resonance (ESR).

Superconducting devices: Solid-state low Tc Josephson junctions will serve as quantum logic gates; alter-
natively the charge or flux circuit states, that at low temperatures behave quantum mechanically, will serve
to implement the qubit. One can use external potentials on gate electrodes or external magnetic fields to
vary the quantum mechanical coupling in the systems, and tune the coherent superposition of the circuit
variables. These circuits can be fabricated using standard electron lithography techniques, most appropriate
for physical implementation. Recently, it was shown that the manipulation of Josephson junction qubits in
a quantum coherent way over several nanoseconds was possible [Ref. 155]. It is forecasted that the func-
tioning of a XOR gate and a circuit entanglement using superconducting tunnel junction technology will
be possible in 2003.

Nuclear Spin based QC: The qubit could be implemented by the nuclear spins of P- donor atoms in a
pure Si host crystal [Ref. 111]. A gate over each donor atom controls the qubits, while a second gate
between qubits controls the height of the potential barrier and thereby the extension of the electronic wave
functions. In this way the interaction between the nuclear spins is controlled through the electron spin-
exchange and thereby also the interaction between the two qubits. For the implementation of this idea,
gates of order of 10 nm are required with dopant spacing of 20 nm that are not possible to manufacture



Technolog y  Roadmap for  Nanoe lec t ronic s

75

with present technology. This idea is rather favourable concerning decoherence (as the nuclear spin is well
shielded within the silicon host crystal); the main problem here seems the complicated state read-out via a
spin transfer mechanism of information from the nuclear spins to electron spin. 
A modified version of the aforementioned proposal is the use of the electron spin rather than the nuclear
spin of the P donor atom. This modified concept is based upon using the change in g-factor (which quan-
tifies the coupling of the spin to an applied magnetic field) between Si-rich and Ge-rich heterostructures.
Placing a P donor between two conduction band barriers, an electron may be trapped in the vertical direc-
tion. The material between the two barriers is designed to have the same conduction band discontinuity
but one is a Si-like band (D2 valley with g=1.998) while a second layer is Ge-like (L valleys with g=1.563).
Then electrostatic gates are used to move the electron from a region of high g. The higher dielectric con-
stant and lower effective masses compared to bulk Si potential would allow each qubit to be of order of
200 nm in size, which is feasilble with present lithographic techniques. This alternative would allow high
fabrication tolerances and permit an easy read-out via ESR, rather than the difficulty to measure nuclear
spins. The drawback of the electron spin approach is that the decoherence is more difficult to master than
the nuclear spin option.

Within the next two years one can hope to identify the more promising candidate systems, but most like-
ly one cannot expect multiple gate operations from solid state devices for another couple of years. For the
time being implementations in atomic physics are the systems of choice to explore the limits of quantum
computing.

5.4. Comparison of the Various System Architectures 
A rough overview of different architectures and circuits discussed in this chapter is shown in Figure 32 [Ref.
63] Classifying different popular computational paradigms, some characteristic features that become rele-
vant in nanoelectronics are the amount of wiring, the degree of parallelism, and the range of data transfer
(Figure 33). The difference between wiring and data transfer is that the first uses physical interconnections,
that is, metallic wires, whereas data transfer may be realised without direct physical wiring. In this case,
long range data transfer is done by sending a signal from module to module, analogous to systolic struc-
tures. It is obvious that, today, parallel operation and locally interconnected modules are of less significance
in traditional microprocessor memory architecture. In contrast, the basic elements of cellular automata and
artificial neural networks process the given input data fully parallel. Additionally, Figure 33 specifies the
region of highly parallel operating and locally interconnected nanoelectronic systems. 

Since this document primarily investigates novel devices, the question of suitable architectures can only be
considered indirectly. Nevertheless one result of this short review of the different systems is that each archi-
tecture relies on an efficient implementation of several basic circuit functions. In this respect, 
table 13 summarises the corresponding key components and suggests an appropriate technology as well as
a prototype circuit of lower complexity. For example the RAW machine and Teramac make intensive use
of programmable crossbar switches and thus a prototype SET or RTD implementation would demonstrate
that nanoscale technology is able to deliver such a key component. By combining experimental simulation
results it then possible to extrapolate the performance of larger circuits and systems. To handle the increased
diversification and to cope with design complexity it is expected that intelligent design tools will become
more and more important within a hierarchical design flow which is characterised by interfaces with design
rules and standardised functional blocks. 
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Figure 32: Aspects of Architectures for Nanoelectronic Systems 
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Table 13: Components of Nanoelectronic Architectures

The key components of possible nanoelectronic system architectures depend upon the prototype
implementation of basic circuits for different technologies. 

Figure 33: Comparison of Architectures 

Comparison between Cellular Neural Networks (CNN), ANN Artificial Neural Networks (AP),
Array Processors (AP) and Microprocessors (µP) in respect to data transfer, wiring and parallel
processing. A Nanoelectronic System would require low wiring, parallel processing and ideally a
global data transfer.
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6. Conclusions 
In the past 15 years, nanoelectronics has developed as into a versatile and fruitful playground for many
innovative device concepts. Only a few of the concepts developed have been discussed in this Roadmap.
Those working in the field have certainly witnessed that many novel ideas have not survived a first critical
examination of their applicability on an industrial scale. The concepts discussed in this document are for
the largest part those that could eventually make it to applications, although some others may, within a few
years, turn out to be simply the fashion of the year 2000 and the willingness of the editor to include them.
Not withstanding these observations, this document compiles, to the best of out knowledge, a common
wisdom shared among the majority of researchers in the field from the 
MELARI / NID projects. 

One thing, which has become clear from this exercise, is that Si MOSFET technology still has many years
to go. Even if downscaling would eventually slow down over the next decade, generations of performance
improvement are still to be obtained from utilising more advanced architectures. However, there are clear
technological limits to MOSFET, such as power consumption or complexity, but more important perhaps
are economical considerations, including the huge investments costs or the risk of a low return in invest-
ment. For these reasons, the novel devices discussed in this Roadmap deservedly receive strong attention
from the research community. RTDs and spin devices are on the verge of commercialisation. SET derived
devices in the form of nano-flash devices seem a most natural successor for several RAM technologies.
RSFQ could provide powerful computing capability, provided that one is prepared to pay the price of cryo-
genic operation. Molecular electronics is still at an immature stage but deserves vigorous investigation in
view of its huge potential. 

Fabrication technologies developed for manufacturing nanodevices provide a much more direct spin-off to
the electronics industry, since they can be equally well applied to MOSFET fabrication. In fabrication it is
remarkable that the work generated by the semiconductor industry, in this case optical lithography, has
shown a much longer life than predicted even by its greatest advocates five years ago. Bottom-up approa-
ches, closely linked as they are to the field of molecular electronics, are elegant, cheap and possibly enor-
mously powerful techniques for future mass replication, but their applicability remains limited until total
control over the emerging structures in terms of wiring and interconnections can be obtained. It is clear
that new architectures are required for such bottom-up fabrication approaches. 

Similar to fabrication, architecture development has also direct bearings for the Si electronics industry and
is a field where much ground remains to be gained. At the same time, the specific quantum mechanical
properties of many nanodevices require radically novel architecture approaches, and it is gratifying to see
that such approaches are now starting to be introduced by the architecture experts. Concepts like fault to-
lerant architecture, parallel processing, local architectures and neural nets are directly translatable into Si
hardware, whereas more advanced concepts like non-dissipative and quantum computing will almost cer-
tainly require the implementation of novel quantum mechanical nanodevices. 

6.1. Devices 
The list of devices discussed in this Roadmap has been limited to those presently under investigation as
possible nanoelectronic circuit elements. As time goes by, other device concepts may have to be added to
those in this list while some others may disappear. 

SET at present shows promise for memory, probably not in the form of a single electron transistor but
rather as a nano-flash memory. As such it seems a natural extension for conventional flash type memory
devices and may even take over from SRAM, possibly bridging the gap between more standard CMOS and
the actual single electron transistor. Whether the actual single electron transistor itself will ever make it to
the market place will strongly depend on future developments in device fabrication, both in respect to fea-
ture size (2 nm range) and uniformity, along with the control of background charges. The charge sensiti-
vity of the devices also imposes strong limitations on the allowable electrostatic interaction between diffe-
rent devices in a ULSI circuit. 

RTDs are the most mature of all the device technologies reviewed in the present Roadmap. III-V devices
are expected to be on the market in the near future. Research on Si-based devices still requires further deve-
lopment before marketable devices can be realised. The major concern remains wafer uniformity, especial-
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ly for large integration levels. First applications will most probably be high frequency DACs or ADCs and
transmitters, along with ultra low power memory for portable applications. It should be noted that the
intrinsic bistability of RTDs also enables the implementation of compact and elegant architectures for logic
circuitry although these areas are not as mature as the lower integration level applications. 

RSFQ has potential in niche applications, where high speed and computational power are important and
the cost of cryogenics may be tolerated. One of the major problems is interfacing the high-speed circuits
with conventional CMOS for input / output, especially when the large difference in circuit speeds is con-
sidered. At present the technology for low temperature superconductors seems mature, while for HTS,
although considerable progress has been achieved in recent years, large-scale integration has not been
demonstrated yet. The market presence of RSFQ will also depend on the availability of reliable, low-cost
cooling engines. 

Molecular electronics is at present taking off as a branch of transport physics. Its potential is large but there
are formidable obstacles, which must be overcome. Here it seems of the utmost importance that chemists,
biologists, physicists and engineers develop an interdisciplinary platform for communicating the needs of
the electronics industry in one direction and the possibilities of chemical synthesis and self-assembly con-
cepts in the other. 

Spin devices in the form of tunnel junction MRAMs will be on the market in the near future. Recording
heads based on the tunnel junction exchange biasing mechanism are already existing applications. A pro-
blem for widespread use in the semiconductor industry is that the metals used in the devices fabricated to
date are not compatible with CMOS lines. Spin injection in semiconductors has considerable potential, for
example, in quantum computing. 

A comparison between the device technologies presented in chapter 3 and the CMOS developments pre-
dicted by ITRS has been attempted and is presented in Table 14 to Table 23. While the ITRS forecasts for
CMOS are based on extrapolations of the last thirty years of continuous progress along with recent research
results, the nanoelectronic devices are best guesses by the researchers participating in the MEL-ARI / NID
projects. The values on nanodevices shall serve as a guideline for a discussion basis to monitor the progress
in the nanoelectronic field. 

6.2. Fabrication 
To date most of the gate and circuit downscaling depends on the ability to push optical lithography to
smaller and smaller dimensions. Given the existing investments in optical lithography, it will remain the
preferred manufacturing technique for CMOS as long as economically or physically possible. It seems rea-
sonable to expect that serial techniques will not be suitable for mass fabrication at high integration levels,
although some may still be applicable to metrology and testing. For the next one or two generations beyond
optical lithography, there are a number of options that are being investigated and still need further research
such as EUV, X-ray, imprint, projection electron beam or projection ion beam lithography. These tech-
nologies are now all under active evaluation and are all-compatible with the devices discussed in this
Roadmap. To date X-ray and projection electron beam lithography have had the greatest investment in
research. Once structures of nanometer size dimensions and ultra-tight tolerance are required (such as
SET), it seems unlikely that there will be another manufacturing approach apart from the bottom-up tech-
nique. As was stressed before, however, in the bottom-up approach a considerably stronger degree of con-
trol on the architecture by the engineers is necessary to enable actual circuit fabrication. The first applica-
tions of the bottom-up technique are likely to be small circuits fabricated on top of top-down fabricated
chips.

6.3. Architectures 
For the development of alternative circuit to CMOS, it is of supreme importance a collaboration between
device physicists and architecture designers starts early. For instance, It is important for device physicists to
realise the consequences of a gainless device on the circuit architecture that must be implemented if the
device is going to be used in applications. Another issue often missed by device people is the rapid increase
in the timing (clock frequency) when dimensions are reduced and speed is increased. The arrival of local
architectures, parallel computing and defect and fault tolerant architectures are a direct consequence of this
drive towards miniaturisation and apply as well to CMOS as to the nanoelectronic devices discussed in this
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Roadmap. As long as nanoelectronic devices operate in a classical regime, the architectures could be very
similar to those for CMOS devices of similar dimensions. A development towards embedded systems com-
bining logic and memory on one chip, quite natural seems moving away from the standard CPU / me-
mory architecture. As soon as quantum mechanical concepts are required at the device level, however, dif-
ferent approaches to system architecture are needed. For RTDs this leads to a reduced system complexity
while for the QCA implementation of SET this leads to quite involved but additionally quite compact cir-
cuit architectures. Totally novel architectures will be needed for relatively young concepts such as quantum
computing, where at present research focuses mainly on the basic device and circuit level. 

6.4. Outlook 
While CMOS continues to dominate the semiconductor industry, it is apparent that several nanoelectronic
devices originally conceived as successors to CMOS, are now finding their way into niche markets. It is also
clear that the Moore’s Law, exponential increases in density and performance, that CMOS has enjoyed for
over thirty years cannot be maintained forever. No exponential increase can go on forever - eventually the
increase in density, power consumption and volume of silicon chips will require all the energy in the uni-
verse to allow operation! If at some point where the exponential increase flattens out further increases in
performance is required, one or some of the devices discussed in this Roadmap (or possibly another nano-
electronic concept) could find itself in the dominant position in the market place. If the nanoelectronic
field wants to mature to this stage, there is a necessity to bring novel devices more on a par with CMOS
by developing the necessary fabrication processes, simulation tools and design rules that are required for
any industrial electronic manufacturing process. Nanoelectronics is now coming of age, and it appears to
be the correct time to develop these production tools. This Roadmap is part of such a process of profes-
sionalisation of the field.
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7 .  C o m p a r i s o n  B e t w e e n  Te c h n o l o g i e s  
One of the major objectives of the Nanoelectronic Roadmap is to allow comparisons between different
technologies. In this section, an attempt is made to compare the technologies described in the previous
sections with present production devices. In all cases, the present experimentally demonstrated per-
formance in 2000 will be compared with predictions for 2006 and 2012. 

The first section compares memory technologies. The second section assesses the similarities and differ-
ences of devices intended for logic and applications. The third section demonstrates the performance of
single device nanoelectronic technologies and research device performance and the fourth looks at the
circuit performance of different technologies. It is clear that it is difficult and subjective to compare cer-
tain parameters especially in technologies whose devices operate in a completely different way than con-
ventional transistors, CMOS, etc.. In addition, changing the supply voltage or optimising for a single
parameter may also vary the performance of individual transistors. Therefore, some standard guidelines
will be used to attempt fair comparisons between differing technologies. 

7.1. Notes: 
General remarks:

1. Results in each column will be from a single device and hence the maximum fT , fmax etc. from
different devices are not quoted. This should give better comparisons between technologies, as one
may always maximise a single parameter to the detriment of many others. 

2. The power, switching time and power-delay product for devices is at the normal supply voltage of
the circuit i.e. Vdd or equivalent. 

3. The operating voltage is loosely defined as the standard supply voltage for operating the device or
circuit. For DRAM, Vdd is an appropriate voltage, while for flash the program voltage Vpp is more
appropriate. 

4. The minimum noise figure quoted for logic is at 2 GHz, as this is one of the most commonly quot-
ed parameters in the literature at present, due to the mobile telecom applications. 

5. Transconductance, gm or gain, β will always be the maximum value of a device. 

6. Both lithography and feature size are quoted for e.g. logic transistors where the effective gate length
can be significantly smaller than the width defined by lithography and especially for vertical tun-
nelling devices such as RTDs where the critical dimension for device operation is defined by epi-
taxial growth and not the lateral lithographic length. For DRAM the lithographic length will be
the half pitch. 

Specific notes relating to the following tables

(a) Active elements: transistors for semiconductor devices and junctions for superconducting devices.
CMOS microprocessors including on-chip cache. 

(b) An average gate contains about 5 junctions.

(c) The power dissipation per gate is estimated to be ~ 1µW for LTS (Nb technology) and ~ 0,1µW
for HTS including the bias current system containing the resistive load.

(d) Excluding cooling

(e) fan-in/out=3, Complex pipelined logic

(f ) fan-in/out=1, D-flip-flop

(g) estimated from the difference between the highest occupied molecular orbital (homo) to the low-
est unoccupied molecular orbital (lumo)

(h) estimated that the resistance per device / molecule is in the order of 100W.

(i) the performance depends on whether some breakthrough in molecular QCA will be achieved.
Without any molecular improvement, the prediction would be close to the 2006 one.
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(k) HTS circuits may be operated at lower temperatures as their performance increases. For instance
at 4K, the operation speed increases by a factor 10 as the IcRn product of the junctions increases
by ten. For these estimations, the required reproducibility spread of the junctions is 8%, which
seems realistic for interface engineered Josephson junctions.

(m) The principle of semiconductor based QCA circuits have been shown and the performance has
been reported for year 2000. The QCA data for 2006 assumes an improvement in Si or GaAs based
circuits. As explained in chapter 5.2.2, due to fabrication problems and the need to operate at very
low temperatures it is unlikely that semiconductor based QCA will come on the market and no
data is reported for the year 2012. The QCA column in Table 23 has not been removed, as the
QCA architecture may be applicable for molecular concepts. 

(n) As discussed in chapter 3.1, if single electron devices will make it to the market then sensing appli-
cations or memory are the most probable applications. The inclusion of SET devices in the logic
/ high frequency tables is serve to compare the characteristics to other applications, rather than
considering pure SET as a alternative to CMOS MPU. 

(p) Resonant tunnelling devices based on III-V compound semiconductor have a very limited inte-
gration density. The may be find a niche market as high speed DRAMs for military applications,
due to their radiation hard nature. 
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7.2. Comparative Tables between alternatives for memory and logic
applications 

Table 14: Comparison Memory Devices Year 2000
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Table 15: Forecast Memory Devices Year 2006

 

 

 

 
 

Table 16: Forecast Memory Devices Year 2012
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Table 17: Comparison Logic / High Frequency Devices Year 2000 (in production)

 

 

 

 

Table 18: Comparison Logic / High Frequency Devices Yar 2000 (in research)
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Table 19: Forecast Logic / High Frequency Devices Yar 2006

 

 
 

 

Table 20: Forecast Logic / High Frequency Devices Year 2012

 

 
 

  
 

 



Table 22: Forecast Circuit Performance Year 2006
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Table 21: Comparison Circuit Performance Year 2000
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Table 23: Forecast Circuit Performance Year 2012
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8. Annex
8.1. Glossary
ADC Analogue Digital Converter
ALU Arithmetic Logic Unit
AMR Anisotropic magneto resistance
ANN Artificial Neural Networks
AP Array Processors
ASICS Application Specific Integrated Circuits
BDD Binary Decision Diagramme
CMOS Complementary Metal Oxide Semiconductor
CNN Cellular Neural Networks
DNA Computing: Deoxyribo Nucleic Acid 
DRAM Dynamic RAM
DSP Digital signal processors
EPROM Erasable programmable read only memories
ESR Electron Spin Resonance
EUV Extreme Ultraviolet (lithography)
FET Field Effect Transistor 
FET Future and Emerging Technology (branch of the Commissions IST Programme)
FPGA Field Programmable Gate Arrays
GMR Giant magneto resistance 
HOMO Highest occupied molecular orbital
HTS High Temperature Superconductors
IRAM Intelligent RAM
IST Information Society Technology (Programme)
ITD Interband Tunnelling Device
ITRS International Technology Roadmap for Semiconductors
LTS Low Temperarture Superconductors
LUMO Lowest unoccupied molecular orbital
MELARI MicroELectronics Advanced Research Initiative
MIPS millions of instructions per second = clock frequency (MHz) x instructions per clock

. This value gives a measure for the performance of logic circuits
MOBILE Monostable-bistable transition logic element
MOSFET metal oxide semiconductor field effect transistor
MRAM Magnetic RAM
NID Nanotechnology Information Devices (a initiative of the FET section of the

Commission’s IST programme
NMR Nuclear Magnetic Resonance
NOVORAM Non Volatile RAM
PIP Propragate Instruction Processor
QC Quantum Computing
QCA Quantum Cellular Automaton
QIP Quantum Information Processing
RAM Random Access Memory
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RAW Reconfigurable Architecture Workstation
RISC Reduced Instruction Set Complexity (Processor)
RSFQ Rapid Single Flux Quantum (Logic)
RTD Resonant Tunnelling Device
SET Single Electron Tunnelling (Device)
SIA Semiconductor Industry Association
SIMD Single Instruction Multiple Data (architecture)
SRAM Static RAM
VLIW Very Long Instruction Word (architecture)
VRTT Vertical resonant tunnelling transistors
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8.2. Research Projects 
The groups of the following research projects have contributed to this document. Abstracts of the projects
and the list of the participating groups can be found at the 

NID homepage http://www.cordis.lu/ist/fetnid.htm

CHARGE The Coulomb Blockade Applied to the Realisation of Electronics
LASMEDS Fabrication of elementary Molecular Electronic Devices 
SIQUIC Silicon Quantum Integrated Circuits 
FASEM Fabrication and Architecture of Single Electron memories 
NANOWIRES Conductance characteristics and mass fabrication of Nanoscale integrated circuit

nanowires 
QUEST Quantum Electronics using Scanning Tunnelling microscopy based lithography 
SPIDER SPIn Dependent Nano-Electronics 
QUADRANT Quantum Devices for Advanced Nano-electronic Technology
RSFQ-HTS High Temperature Superconducting Rapid Single Flux Quantum Logic 
LOCOM Logic Circuits with Reduced Complexity based on Device with Higher

Functionality 
SPINUP Semiconductor Processing by ImpriNt of Ultrasmall Patterns 
NANOTECH Development of Nanoimprinting Techniques suitable for l

large area mass production of nm-scale patterns
ANSWERS Autonomous Nanoelectronic Systems With Extended Replication and Signalling
Q-SWITCH Heterostructure defined electron wave guides for quantum based switching applica-

tions. 
NANOMEM Semiconductor free nanoscale non-volatile electronics and memories based on mag-

netic tunnel junctions
NANOLITH Arrays of microguns for parallel e-beam nanolithography
CHANIL Nanoimprint based fabrication of charge sensing devices for information processing
CORTEX Design and construction of elements of hybride molecular / 

electronic retina cortex structure
SANEME self assembly of functional nanscale elements for intra-molecular electronics
BIOAND Biomolecule driven assembly of nanoparticle based electronic devices
BUN Bottom-up Nanomachines
DNA-BASED ELECTRONICS
SATURN Self Assembly with nanotubes: towards devices for information processing
NANOMOL Manufacturing and modelling of nano-scale molecular electronic devices
NANOMASS Nanoresonators with integrated circuitry for high sensitivity and high spacial resolu-

tion mass detection
NANOTCAD Nanotechnology Computer Added Design
NICE Nanoscale Integrated Circuits using Endohedral fullerenes
ATOMS Assembler tool for molecular structures
FRACTURE Nanoelectronic devices and fault-tolerant architectures
DEW Double Electron Waveguides
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